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Research Design - - Topic 14
MRC and Split Plot Factorial Analysis of Variance with 

Categorical and continuous Factors
© 2010 R.C. Gardner, Ph.D.

• General Description, Purpose and Example
(We will consider only Model I using Effect coding)

• Analysis Using MRC (Multiple Regression)
Performing the Post hoc tests

• Analysis Using GLM (Repeated) 
Performing the Post hoc tests
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This analysis is similar to Topics 12 and 13 but one of 
the factors is based on repeated measures. Thus, 
there will be separate error terms for the between 
subject and within subject variability.  MRC can be 
used if the Between Subject Factor is categorical or 
continuous.  Our example will focus on the case where 
it is continuous, though the procedure would be the 
same if it were categorical.  As before, we will see how 
to do the analysis using either SPSS multiple 
regression or GLM repeated.

General Description

The following table presents data for a continuous 
centred Between Subjects factor (C) and a three level 
Repeated Measures factor (B).
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A Centred Continuous Between Subjects Factor (C) and a 
Categorical Repeated Measures Factor (B)
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Effect coding for the first subject
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Note. As with the repeated measures analysis in 
Topic 12, a subject factor is formed as the sum of 
an S’s scores across B as opposed to using (n-1) 
Subject vectors.
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Purpose
• The analysis is concerned with assessing the:

– Main Effect of the C factor. Does the mean slope 
differ significantly from 0?

– Main Effects of the B factor. Do the intercepts for 
the B conditions vary more than can be reasonably 
attributed to chance?

– Interaction Effects. Do the slopes for the B 
conditions differ more than can be reasonably 
attributed to chance?  
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To perform this analysis it is necessary to compute 7 
squared multiple correlations in order to calculate  the 
squared semi-partial multiple correlations.  They are:
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Computing squared semi-partial multiple correlations:
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Effects of Interest
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Computing the F-ratios
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Interpreting the F-ratios

• The significant F-ratio for C indicates that the mean 
slope differs significantly from 0. 

• The significant F-ratio for B indicates that the 
intercepts for the three levels of B differ more than 
can be reasonably attributed to chance.  Post hoc 
tests would involve comparing intercepts across 
the levels of B.

• If the F-ratio for the interaction was significant that 
would indicate that the three slopes vary more than 
can be reasonably attributed to chance.  If it were 
significant, post hoc tests would involve comparing 
slopes across the levels of B.
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Computing Sums of Squares

The total Sum of Squares is:
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The sums of squares for the effects are:

336.34)72736.336)(10197(.2 ===
∧

TotalCC SSRSS

545.166)72736.336)(49460(.2 ===
∧

TotalBB SSRSS

329.26)72736.336)(07819(.2 ===
∧

TotalBCBC SSRSS

059.21)72736.336)(06254(.2
// ===

∧

TotalCSCS SSRSS

458.88)72736.336)(26270(.2
// ===

∧

TotalCBSCBS SSRSS

11

Regression Coefficients for the Effects of Interest

Note.  The regression equation for the main and 
interaction effects does not include the Subject 
vectors.  It can be used to compute the slopes 
and intercepts for each level of the repeated 
measures factor. 12

Table of Intercepts and Slopes
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The Precise Meaning of the Regression Coefficients 
from Effect Coding

Constant: B = mean intercept = 6.09091 
c: B = mean slope = -.20438
b1: B = Intercept 1 - mean intercept = -2.18182
b2: B = Intercept 2 - mean Intercept = -.90909
b1c: B = Slope 1 - mean slope = .17883
b2c: B = Slope 2 - mean slope = .06569

Note that none of these values represent any measure of 
variation among the slopes or the intercepts.  Furthermore, they
do not take into account that B is based on repeated measures. 
In short, the tests of significance of the regression coefficients 
are not appropriate post hoc tests.  

Moral:  Never interpret a regression coefficient if 
you don’t know its precise meaning. 14

Slope 3

Slope 2

Slope 1

Intercepts
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Running the Analysis Using SPSS GLM Repeated

The analysis could also be run in SPSS GLM Repeated 
by defining B as a repeated measures factor and C as a 
covariate.  In this simple case, no changes are necessary to the
Syntax because SPSS GLM Repeated includes the interaction 
between the covariate and the repeated measures factor as a 
source of variation.  For more complex designs, it would be 
necessary to add missing sources to the custom model (as 
discussed in earlier topics). 

The next two slides present the summary table from the 
SPSS GLM Repeated run.  Note that it contains the same 
values as on Slide 8 (F-ratios) and Slide 10 (Sums of Squares).

16

Summary Tables from SPSS GLM Repeated 
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The following table presents the Parameter Estimates yielded 
by SPSS GLM if requested.  Note that the values in the table 
are in fact the intercepts and slopes presented in slide 12.  
They are not the regression coefficients you would obtain if 
you were to use dummy coding and multiple regression. I 
show those values (obtained with multiple regression)  on the 
next slide.

Moral:  Beware the regression coefficient you 
don’t know explicitly.
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These are the regression coefficients that are obtained if you use 
dummy coding and run the full model in multiple regression.  As 
before these can be used to compute the intercepts and slopes 
using standard dummy coding with group 3 given all 0’s. If so, 
you will obtain the values on Slide 12.
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The Precise Meaning of the Regression Coefficients 
from Dummy Coding

Constant: B = Intercept 3 = 9.18182 
c: B = Slope 3 = -.44891
d1: B = Intercept 1 - Intercept 3 = -5.27273
d2: B = Intercept 2 - Intercept 3 = -4.0000
d1c: B = Slope 1 - Slope 3 = .42336
d2c: B = Slope 2 - Slope 3 = .31022

Note that these values refer to Condition 3 and deviations from 
Condition 3.  The tests of significance of these coefficients in
Slide 19 test hypotheses as defined here, however, they do not 
take into account that B is based on repeated measures.  Thus, 
they are meaningless.  

Moral:  Beware the regression coefficient you 
don’t know explicitly.



6

21

Performing Post hoc Tests

Post hoc tests with repeated measure factors are 
more complex than for completely randomized 
designs.  The regression coefficients for both 
Effect coding and Dummy coding are not 
appropriate because they do not take into account 
that the contrasts are based on repeated 
measures, in addition to their other limitations. 
Also, the Pattern Estimates from SPSS GLM do not 
describe contrasts, though they do provide tests 
of significance of the individual intercepts or 
slopes from 0.  
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Example of the contrasts between B1 and B3.

The only true way of testing pairwise contrasts with 
repeated measures is to run the analysis with two 
levels at a time.  This can be done with MRC and 
effect coding providing the data are correctly recoded, 
including new Subject vectors.  The F-ratios for the 
main effect of B and the interaction are tests of the 
difference between the two intercepts and two slopes 
respectively. 

An easier method is to run the data through SPSS 
GLM Repeated for two levels of the repeated 
measures factor at a time.  The next slide shows the 
results for contrasting B1 with B3.  
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The significant F-ratio for b1b3 indicates that the difference 
between intercept 1 and intercept 3 (3.90909-9.18182) is 
significant.  The associated t-test is the square root of 22.364 = 
4.729. 
The F-ratio for b1b3*c = 3.591 is not significant indicating that 
the difference between slope 1 and slope 3 (-.02555--.44890) is 
not significant.  The associated t-test is 1.895.  In each case, 
the df for the t-test is 9.

Alternatively, the F-ratios can be calculated using the error 
term from the full analysis.  That is:
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