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A B S T R A C T

A simple mathematical model describing the immune response during the stage latent tuber-
culosis infection is established and analyzed. The main purpose of this study is to explore the
sustained immune response of the immune system against invaded Mycobacterium tuberculosis
in the stage of latent tuberculosis infection. First, the threshold 0 is defined to determine the
occurrence of sustained immune response. Then, stability conditions are derived to show that
the sustained immune response may converge to a constant or to a stable periodical oscillation,
implying that the Mycobacterium tuberculosis, the infected macrophages, the activated unin-
fected macrophages, and the immune cells coexist to form the tuberculous granuloma structure.
This structure may appear calcified if the system solution converges to a constant, or maintains
a dynamic balance if the system solution undergoes a periodical oscillation. These findings well
demonstrate the process of sustained immune response in the latent tuberculosis infection as
the Mycobacterium tuberculosis is changing. Numerical examples are presented to illustrate the
theoretical predictions.

. Introduction

Tuberculosis (TB) is a chronic respiratory infectious disease due to the infection of human lungs caused by Mycobacterium
uberculosis (Mtb). The Global Tuberculosis Report released by the WHO (World Health Organization) in 2023 [1] estimated that
here were 10.6 million TB cases in 2022 in the world, including new cases 133 per 100,000 people. Affected by the COVID-19, the
lobal TB cases and new cases have continued to increase since 2020. The latest research [2] reveals that TB was the leading cause
f death arising from a single infectious disease in the world in 2022, and after the COVID-19 epidemic, it has caused nearly twice
he number of deaths caused by HIV, reaching a total of 1.13 million deaths. This clearly shows that prevention and control of TB
re still an important public health issue that needs to be solved globally.

When the Mtb successfully invades human lungs, the macrophages in the lungs are first activated and then cleared by
hagocytosis. However, as the intracellular bacterium, the Mtb may be cleared by the activated macrophages, or may survive to
row or to reproduce within the activated macrophages [3]. If the Mtb is cleared by the activated macrophages that phagocytosed
t, TB infection does not occur and the activated macrophages remain uninfected. If the Mtb is not completely eliminated, and
urvives within the activated macrophages that phagocytosed it, then TB infection occurs, leading to the activated macrophages to
e infected. In this case, other immune cells, such as dendritic cells (DCs), B and T cells, neutrophils and so on, will be recruited and
oin the battle against the Mtb [4]. Eventually, TB granuloma structures are formed by the Mtb, macrophages, and other immune
ells in an effort to control the growth of the Mtb. TB granulomas structures generate the environment in which the Mtb may
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continue to grow or survive, and may become the battlefield where immune cells kill the Mtb [5]. If TB granuloma can maintain
a balance in the immune response, provide enough immune cell activation to inhibit bacterial growth and regulate inflammation,
then the infected individuals will be in a state of the latent tuberculosis infection (LTBI). If TB granuloma cannot keep a balance in
the immune response, resulting in rapid growth of the number of bacteria, then the LTBI will develop into an active TB [6].

The immune response of an individual after being infected by the Mtb is a complex process, and simple medical experiments have
certain limitations. Combining experimental medicine and mathematical modeling enables us to better understand the interaction
between the Mtb and the immune system, which provides reasonable explanations for observed phenomena. As early as 1995, in
rder to study silicosis nodules caused by individuals inhaling quartz particles, Tran et al. [7] used ordinary differential equation

(ODE) to establish a mathematical model to describe the clear and phagocytosis of alveolar macrophages after individuals were
inhaled quartz particles. Although this model is not directly based on the immune response to lung infection with the Mtb, it still
provides a basic dynamical model framework for studying the role of alveolar macrophages in the immune response. Since then,
more and more research works have begun to use mathematical models to study the interaction between the immune system and
the Mtb, including the ODE models [8–14], the partial differential equation (PDE) models [15–18], the agent-based models [19,20],
and the mixed multiscale models [21], etc.

In this paper, based on the interaction between the Mtb and the immune system, we will establish an ODE model to describe the
sustained immune response of the immune system against the Mtb. Our purpose is to build a simple model which can characterize the
interaction between the immune system and the Mtb in the LTBI stage, and to provide explanation for the process of the persistent
immune response of the immune system against the Mtb in the LTBI stage. The rest of the paper is organized as follows. The model
formulation and the well-posedness of the system are presented in Section 2. In Section 3, we give an explicit expression of the basic
reproduction number 0, and discuss the existence and stability of the biologically meaningful equilibria. In Section 4, we study
the Hopf bifurcation when 0 > 1 by using normal form theory. In Section 5, numerical simulations are presented to illustrate our
heoretical results. Finally, conclusion is given in Section 6.

2. The model and well-posedness

To establish a realistic mathematical model for studying the immune response in a latent tuberculosis infection, we assume that

(i) the macrophages in the host will automatically activate to fight against the invasion of the Mtb;
(ii) no difference exists between the intracellular and extracellular Mtb [22–24], since clinical and epidemiological testing of TB

does not separate the Mtb into internal and external parts;
(iii) in order to overcome the difficulty in analysis due to the complexity of immune response process, the difference in the roles

of different immune cells, such as DCs, B and T cells, neutrophils as well as other immune cells, in fighting against the Mtb
is ignored.

Let 𝑀𝑈 (𝑡), 𝑀𝐼 (𝑡), 𝐵(𝑡), and 𝑇 (𝑡) be the population levels of the activated uninfected macrophages, the infected macrophages,
the Mtb, and the immune cells at 𝑡 time, respectively. Then, a simple ODE model describing the immune response of the immune
system against the Mtb is described as follows:

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

d𝑀𝑈

d𝑡
= 𝛬𝑈 − 𝜇𝑈𝑀𝑈 − 𝛽 𝐵 𝑀𝑈 ,

d𝑀𝐼
d𝑡

= 𝛽 𝐵 𝑀𝑈 − 𝛼𝑇𝑀𝐼𝑇 − 𝜇𝐼𝑀𝐼 ,

d𝐵
d𝑡

= 𝑟𝜇𝐼𝑀𝐼 − 𝛾𝑈𝑀𝑈𝐵 − 𝛿 𝛽 𝐵 𝑀𝑈 ,

d𝑇
d𝑡

= 𝛬𝑇 + 𝜎𝑀𝑀𝐼𝑇 + 𝜎𝐵𝐵 𝑇 − 𝜇𝑇 𝑇 ,

(2.1)

with the initial conditions,

𝑀𝑈 (0) = 𝑀0
𝑈 ≥ 0, 𝑀𝐼 (0) = 𝑀0

𝐼 ≥ 0, 𝐵(0) = 𝐵0 ≥ 0, 𝑇 (0) = 𝑇 0 ≥ 0. (2.2)

The definition and typical values of the parameters in system (2.1) are detailed in Table 1.
In system (2.1), we use the bilinear functions 𝛾𝑈𝑀𝑈𝐵, 𝛽 𝐵 𝑀𝑈 and 𝛿 𝛽 𝐵 𝑀𝑈 to describe the interaction between activated

ninfected macrophages 𝑀𝑈 and extracellular Mtb, including clearance, infection and phagocytosis, respectively. Immune cells 𝑇
liminate infected macrophages 𝑀𝐼 at the rate 𝛼𝑇𝑀𝐼𝑇 . Mtb and infected macrophages 𝑀𝐼 stimulate the immune system to produce
ew immune cells 𝑇 to fight Mtb at the rates 𝜎𝐵𝐵 𝑇 and 𝜎𝑀𝑀𝐼𝑇 , respectively. Infected macrophages 𝑀𝐼 undergoes rupture 𝜇𝐼𝑀𝐼
ue to proliferation of intracellular Mtb, and in this process, the portion 𝑟𝜇𝐼𝑀𝐼 in the intracellular Mtb will be released. Activated

uninfected macrophages 𝑀𝑈 and immune cells 𝑇 generate new cells at replenishment rates 𝛬𝑈 and 𝛬𝑇 , respectively, thereby
characterizing immune system of host to be effective even in the absence of Mtb invasion. The natural death rates of activated
uninfected macrophages 𝑀𝑈 and immune cells 𝑇 are denoted by 𝜇𝑈 and 𝜇𝑇 , respectively.

To simplify analysis, we introduce the following scaling,

𝑀 =
𝜇2
𝑈 𝑥, 𝑀 =

𝜇2
𝑈 𝑦, 𝐵 =

𝜇𝑈 𝑧, 𝑇 =
𝜇𝑈 𝑤, 𝑡 = 𝑡 .
𝑈 𝑟𝜇𝐼𝜎𝐵

𝐼 𝑟𝜇𝐼𝜎𝐵 𝜎𝐵 𝛼𝑇 𝜇𝑈
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Table 1
Definition and typical values of the parameters in system (2.1).
Parameter Definition Value Unit Source

𝛼𝑇 Clearance rate of infected macrophages by immune cells 0.000025 1/day [22]
𝛾𝑈 Clearance rate of Mtb by activated uninfected macrophages 10−8 1/ml/day [25]
𝜇𝐼 Mortality rate of infected macrophages 0.011 1/day [22]
𝜇𝑈 Mortality rate of activated uninfected macrophages 0.0105 1/day [25]
𝜇𝑇 Mortality rate of immune cells 0.1 1/day [25]
𝛬𝑈 Replenishment rate of activated uninfected macrophages 5000 1/ml/day [25]
𝛽 Incidence rate of Mtb 10−6 1/day [25]
𝑟 Average number of Mtb produced by infected macrophage 0.8 1/day [26]
𝛬𝑇 Natural recruitment of immune cells 10 1/ml/day [25]
𝛿 Phagocytosis rate of activated uninfected macrophages (0, 1) 1/ml/day [14]
𝜎𝑀 Activation rate of immune cells by infected macrophages 0.5 1/day [25]
𝜎𝐵 Activation rate of immune cells by Mtb 0.5 1/day [25]

into system (2.1) to obtain the dimensionless system,
⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

d𝑥
d𝑡 = 𝐶1 − 𝑥 − 𝐶2𝑧𝑥,

d𝑦
d𝑡 = 𝐶2𝑧𝑥 − 𝑦𝑤 − 𝐶3𝑦,

d𝑧
d𝑡 = 𝑦 − 𝐶4𝑥𝑧,

d𝑤
d𝑡 = 𝐶5 + 𝐶6𝑦𝑤 + 𝑧𝑤 − 𝐶7𝑤,

(2.3)

where the new parameters are defined as

𝐶1 =
𝑟𝛬𝑈𝜇𝐼𝜎𝐵

𝜇3
𝑈

, 𝐶2 =
𝛽
𝜎𝐵

, 𝐶3 =
𝜇𝐼
𝜇𝑈

, 𝐶4 =
𝜇𝑈 (𝛾𝑈 + 𝛽 𝛿)

𝑟𝜇𝐼𝜎𝐵
, 𝐶5 =

𝛬𝑇 𝛼𝑇
𝜇2
𝑈

, 𝐶6 =
𝜎𝑀𝜇𝑈
𝑟𝜇𝐼𝜎𝐵

, 𝐶7 =
𝜇𝑇
𝜇𝑈

, (2.4)

with the following typical values (based on the original parameter values given in Table 1):

𝐶1 =
176000000000

9261
, 𝐶2 =

1
500000

, 𝐶3 =
22
21

, 𝐶4 ∈
( 21
880000000

, 2121
880000000

)

,

𝐶5 =
1000
441

, 𝐶6 =
105
88

, 𝐶7 =
200
21

.
(2.5)

In this paper, we will mainly study the dynamic behaviors of system (2.3), and use the obtained theoretical results to explain
he process of the sustained immune response of the immune system against the Mtb in the LTBI stage.

First, we consider the nonnegativity and boundedness of solution of system (2.3), and have the following result.

Theorem 2.1. The solution (𝑥(𝑡), 𝑦(𝑡), 𝑧(𝑡), 𝑤(𝑡)) of system (2.3) starting from any non-negative initial value
(

𝑥(0), 𝑦(0), 𝑧(0), 𝑤(0)
)

is
non-negative for 𝑡 > 0, and ultimately bounded.

Proof. We first prove the non-negativity, and write the solution of system (2.3) in the form of

𝑥(𝑡) = 𝑥(0)𝑒− ∫ 𝑡
0 (1+𝐶2𝑧(𝑠))𝑑 𝑠 + 𝐶1 ∫

𝑡

0
𝑒− ∫ 𝑡

𝑠 (1+𝐶2𝑧(𝑢))𝑑 𝑢𝑑 𝑠,

𝑦(𝑡) = 𝑦(0)𝑒− ∫ 𝑡
0 (𝐶3+𝑤(𝑠))𝑑 𝑠 + 𝐶2 ∫

𝑡

0
𝑥(𝑠)𝑧(𝑠)𝑒− ∫ 𝑡

𝑠 (𝐶3+𝑤(𝑢))𝑑 𝑢𝑑 𝑠,

𝑧(𝑡) = 𝑧(0)𝑒− ∫ 𝑡
0 𝐶4𝑥(𝑠)𝑑 𝑠 + ∫

𝑡

0
𝑦(𝑠)𝑒− ∫ 𝑡

𝑠 𝐶4𝑥(𝑢)𝑑 𝑢𝑑 𝑠,

𝑤(𝑡) = 𝑤(0)𝑒− ∫ 𝑡
0 (𝐶7−𝐶6𝑦(𝑠)−𝑧(𝑠))𝑑 𝑠 + 𝐶5 ∫

𝑡

0
𝑒− ∫ 𝑡

𝑠 (𝐶7−𝐶6𝑦(𝑢)−𝑧(𝑢))𝑑 𝑢𝑑 𝑠.

(2.6)

It is obvious that 𝑥(𝑡) ≥ 0, 𝑡 ≥ 0, if 𝑥(0) ≥ 0, and 𝑤(𝑡) ≥ 0, 𝑡 ≥ 0, if 𝑤(0) ≥ 0.
Moreover, it can be seen from (2.6) that 𝑦(𝑡) and 𝑧(𝑡) satisfy that

if 𝑦(𝑡) ≥ 0, 𝑡 ≥ 0, then 𝑧(𝑡) ≥ 0, 𝑡 ≥ 0; and 𝑖𝑓 𝑧(𝑡) ≥ 0, 𝑡 ≥ 0, then 𝑦(𝑡) ≥ 0, 𝑡 ≥ 0.

We claim that both 𝑦(𝑡) ≥ 0 and 𝑧(𝑡) ≥ 0 are true for 𝑡 ≥ 0. Otherwise, without loss of generality, we assume that 𝑦(𝑡) crosses zero
for the first time at 𝑡 = 𝑡1, and 𝑧(𝑡) crosses zero for the first time at 𝑡 = 𝑡2. Then, 𝑦(𝑡1) = 0, 𝑦(𝑡) > 0 for 𝑡 < 𝑡1, and 𝑦(𝑡) < 0 for 𝑡 > 𝑡1.
imilarly, 𝑧(𝑡2) = 0, 𝑧(𝑡) > 0 for 𝑡 < 𝑡2, and 𝑧(𝑡) < 0 for 𝑡 > 𝑡2. For the case 𝑡1 ≤ 𝑡2, since 𝑧(𝑡) > 0 for 𝑡 < 𝑡2, we have

𝑦(𝑡1) = 𝑦(0)𝑒− ∫ 𝑡1
0 (𝐶3+𝑤(𝑠)) 𝑑 𝑠 + 𝐶2 ∫

𝑡1
𝑥(𝑠)𝑧(𝑠)𝑒− ∫ 𝑡1

𝑠 (𝐶3+𝑤(𝑢)) 𝑑 𝑢 𝑑 𝑠 > 0, (2.7)

0

3 
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which contradicts 𝑦(𝑡1) = 0. Therefore, 𝑦(𝑡) ≥ 0 for 𝑡 ≥ 0.
Similarly, for the case 𝑡1 ≥ 𝑡2, we have 𝑦(𝑡) > 0 for 𝑡 < 𝑡1, and

𝑧(𝑡2) = 𝑧(0)𝑒− ∫ 𝑡2
0 𝐶4𝑥(𝑠) 𝑑 𝑠 + ∫

𝑡2

0
𝑦(𝑠)𝑒− ∫ 𝑡2

𝑠 𝐶4𝑥(𝑢) 𝑑 𝑢 𝑑 𝑠 > 0. (2.8)

This is a contradiction with 𝑧(𝑡2) = 0. Hence, 𝑧(𝑡) ≥ 0 for 𝑡 ≥ 0.
Having proved the non-negativity, we now turn to prove the boundedness of solution of system (2.3). First, by the expression

f 𝑥(𝑡) in (2.6), we have

𝑥(𝑡) = 𝑥(0)𝑒− ∫ 𝑡
0 (1+𝐶2𝑧(𝑠)) 𝑑 𝑠 + 𝐶1 ∫

𝑡

0
𝑒− ∫ 𝑡

𝑠 (1+𝐶2𝑧(𝑢)) 𝑑 𝑢 𝑑 𝑠

≤ 𝑥(0)𝑒−𝑡 + 𝐶1 ∫

𝑡

0
𝑒𝑠−𝑡 𝑑 𝑠

= 𝑥(0)𝑒−𝑡 + 𝐶1(1 − 𝑒−𝑡)

≤ 𝑥(0) + 𝐶1,

(2.9)

which implies that 𝑥(𝑡) is bounded.
Next, we prove that 𝑦(𝑡) is bounded. To achieve this, adding the first and second equations in (2.3) yields

d(𝑥 + 𝑦)
d𝑡 = 𝐶1 − 𝑥 − 𝑦𝑤 − 𝐶3𝑦

≤ 𝐶1 − 𝑥 − 𝐶3𝑦

≤

{

𝐶1 − (𝑥 + 𝑦), 𝐶3 ≥ 1,

𝐶1 − 𝐶3(𝑥 + 𝑦), 𝐶3 < 1.

(2.10)

Since 𝑥(𝑡) > 0, 𝑦(𝑡) > 0 for 𝑡 > 0, the comparison principle implies that

𝑥(𝑡) + 𝑦(𝑡) ≤
⎧

⎪

⎨

⎪

⎩

𝐶1 + (𝑥(0) + 𝑦(0) − 𝐶1)𝑒−𝑡, 𝐶3 ≥ 1,
𝐶1
𝐶3

+
(

𝑥(0) + 𝑦(0) − 𝐶1
𝐶3

)

𝑒−𝐶3𝑡, 𝐶3 < 1,
(2.11)

which yields 𝑥(𝑡) + 𝑦(𝑡) ≤ 𝐶1
min{1,𝐶3}

+ 𝑥(0) + 𝑦(0) for 𝑡 > 0, and so 𝑦(𝑡) ≤ 𝐶1
min{1,𝐶3}

+ 𝑥(0) + 𝑦(0) for 𝑡 > 0, implying that 𝑦(𝑡) is positive
and bounded for 𝑡 > 0.

To prove that 𝑧(𝑡) is bounded, we use the argument of contradiction. Suppose otherwise 𝑧(𝑡) is unbounded. That is, 𝑧(𝑡) → +∞
s 𝑡 → ∞. Then, from the first equation of (2.3) we have d𝑥(𝑡)

d𝑡 = 𝐶1 − (1 + 𝐶2𝑧(𝑡))𝑥(𝑡) which shows that 𝑥(𝑡) → 0 as 𝑡 → ∞ since 𝑧(𝑡)
s positive and 𝑧(𝑡) → +∞. This contradicts with that 𝑥(𝑡) > 0 for 𝑡 > 0. Hence, 𝑧(𝑡) is bounded for 𝑡 > 0.

Finally, we prove that 𝑤(𝑡) is bounded. We have shown that 𝑥(𝑡), 𝑦(𝑡) and 𝑧(𝑡) are bounded. Similarly, suppose 𝑤(𝑡) is unbounded.
hat is, 𝑤(𝑡) → +∞ as 𝑡 → ∞. Then, from the second equation of (2.3) we obtain d𝑦(𝑡)

d𝑡 = 𝐶2𝑧(𝑡)𝑥(𝑡) − (𝐶3 +𝑤(𝑡))𝑦(𝑡) which indicates
hat 𝑦(𝑡) → 0 as 𝑡 → ∞ since 𝑤(𝑡) is positive and 𝑤(𝑡) → +∞. This contradicts with that 𝑦(𝑡) > 0 for 𝑡 > 0. Hence, 𝑤(𝑡) is bounded for
 > 0.

Therefore, the solution (𝑥(𝑡), 𝑦(𝑡), 𝑧(𝑡), 𝑤(𝑡)) of system (2.3) is ultimately bounded, and the proof is complete. □

3. Stability and bifurcations of equilibria

In this section, we discuss the dynamic behaviors of system (2.3), including the existence and stability of equilibrium solutions,
and possible bifurcations, such as transcritical bifurcation and Hopf bifurcation.

3.1. The existence of equilibrium solutions

In order to discuss the existence of equilibrium solutions of system (2.3), we first use the next generation matrix method [27]
to define the basic regeneration number 0. For this purpose, define

 =

⎛

⎜

⎜

⎜

⎜

⎝

𝐶2𝑧𝑥
0
0
0

⎞

⎟

⎟

⎟

⎟

⎠

,  =

⎛

⎜

⎜

⎜

⎜

⎝

𝑦𝑤 + 𝐶3𝑦
𝐶4𝑥𝑧 − 𝑦

𝑥 + 𝐶2𝑧𝑥 − 𝐶1
𝐶7𝑤 − 𝐶5 − 𝐶6𝑦𝑤 − 𝑧𝑤

⎞

⎟

⎟

⎟

⎟

⎠

.

In the absence of the Mtb, that is, when 𝑧 = 0, we get 𝑥 = 𝐶1, 𝑦 = 0, and 𝑤 = 𝐶5
𝐶7

. Then, using Lemma 1 in [27] we obtain that

𝐹 =

⎛

⎜

⎜

⎜

⎝

𝜕1
𝜕 𝑦

𝜕1
𝜕 𝑧

𝜕2 𝜕2

⎞

⎟

⎟

⎟

⎠

=

(

0 𝐶1𝐶2

0 0

)

, 𝑉 =

⎛

⎜

⎜

⎜

⎝

𝜕1
𝜕 𝑦

𝜕1
𝜕 𝑧

𝜕2 𝜕2

⎞

⎟

⎟

⎟

⎠

=
⎛

⎜

⎜

⎝

𝐶3 +
𝐶5
𝐶7

0

−1 𝐶1𝐶4

⎞

⎟

⎟

⎠

,

𝜕 𝑦 𝜕 𝑧 𝜕 𝑦 𝜕 𝑧

4 
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which yields

𝐹 𝑉 −1 =
⎛

⎜

⎜

⎝

𝐶2𝐶7
𝐶4(𝐶5 + 𝐶3𝐶7)

𝐶2
𝐶4

0 0

⎞

⎟

⎟

⎠

.

It implies that the basic regeneration number is given by

0 = 𝜌(𝐹 𝑉 −1) = 𝐶2𝐶7
𝐶4(𝐶5 + 𝐶3𝐶7)

.

Simply setting d𝑥
d𝑡 = d𝑦

d𝑡 = d𝑧
d𝑡 = d𝑤

d𝑡 = 0 in system (2.3) yields two equilibrium solutions: a sterile equilibrium solution 𝐸1 and a
acterial equilibrium solution 𝐸2, given as follows:

𝐸1 ∶ (𝑥1, 𝑦1, 𝑧1, 𝑤1) =
(

𝐶1, 0, 0,
𝐶5
𝐶7

)

,

𝐸2 ∶ (𝑥2, 𝑦2, 𝑧2, 𝑤2) =
(

𝐶1
1 + 𝐶2𝑧2

, 𝐶4𝑥2𝑧2, 𝑧2,
𝐶2
𝐶4

− 𝐶3

)

,
(3.1)

where 𝑧2 satisfies the following quadratic polynomial equation:
𝐹 (𝑧2) = 𝐶2(𝐶2 − 𝐶3𝐶4) 𝑧22 +

{

(1 + 𝐶1𝐶4𝐶6)(𝐶2 − 𝐶3𝐶4) + 𝐶2
[

𝐶4(𝐶5 + 𝐶3𝐶7) − 𝐶2𝐶7
]}

𝑧2
+ 𝐶4(𝐶5 + 𝐶3𝐶7) − 𝐶2𝐶7 = 0. (3.2)

It is clear that 𝐸1 always exists for any feasible parameter values. On the other hand, to have positive equilibrium 𝐸2, it requires
hat 𝐶2

𝐶4
− 𝐶3 > 0, and that 𝐹 (𝑧2) has positive real roots. 𝐹 (𝑧2) has no positive real roots when 𝐶4(𝐶5 + 𝐶3𝐶7) − 𝐶2𝐶7 > 0, and an

nique positive real root if 𝐶4(𝐶5 + 𝐶3𝐶7) − 𝐶2𝐶7 < 0, yielding 0 > 1. In addition, 𝐶2
𝐶4

− 𝐶3 > 0 implies that 0 = 𝐶2𝐶7
𝐶4(𝐶3𝐶7+𝐶5)

=
𝐶2

𝐶4𝐶3+𝐶4
𝐶5
𝐶7

< 𝐶2
𝐶4𝐶3

< 1.

To understand the biological meaning of the expression 𝐶2
𝐶4

−𝐶3 > 0, we rewrite it in terms of the original parameters as 𝛽 𝑟
𝛾𝑈+𝛽 𝛿 > 1.

ote that 1
𝛾𝑈+𝛽 𝛿 represents the survival period of Mtb, 𝑟 denotes the average number of Mtb produced by a infected macrophage per

unit time, and 𝛽 is the incidence rate of Mtb. Thus, 𝛽 𝑟
𝛾𝑈+𝛽 𝛿 represents the number of newly infected macrophages during the average

survival period of 𝑟 Mtb, and therefore, 𝛽 𝑟
𝛾𝑈+𝛽 𝛿 > 1 implies that the number of newly infected macrophages by 𝑟 Mtb during their

verage survival period is greater than 1.
We have the following lemma.

Lemma 3.1. The polynomial 𝐹 (𝑧2) has an unique positive real root when 0 > 1, and no real roots if 0 < 1.

Usually, one solves the polynomial equation 𝐹 (𝑧2) = 0 for the state variable 𝑧2, and then performs stability analysis. However,
for our case, the solution 𝑧2 solved from 𝐹 (𝑧2) = 0 causes much more difficulty in analyzing the stability of 𝐸2 as well as bifurcating
solutions from 𝐸2. To overcome the difficulty, instead of solving 𝐹 (𝑧2) = 0 for 𝑧2, we solve this equation for 𝐶6 to obtain

𝐶6 =
(1 + 𝐶2𝑧2)[𝐶2𝐶7 − 𝐶4(𝐶5 + 𝐶3𝐶7) − (𝐶2 − 𝐶3𝐶4)𝑧2]

𝐶1𝐶4(𝐶2 − 𝐶3𝐶4)𝑧2
. (3.3)

It follows from 𝐶6 > 0 that

𝐶2𝐶7 − 𝐶4(𝐶5 + 𝐶3𝐶7) − (𝐶2 − 𝐶3𝐶4)𝑧2 = 𝐶4(𝐶5 + 𝐶3𝐶7)(0 − 1) − (𝐶2 − 𝐶3𝐶4)𝑧2 > 0, (3.4)

yielding 0 < 𝑧2 < 𝐶4(𝐶5+𝐶3𝐶7)(0−1)
𝐶2−𝐶3𝐶4

▵
= 𝑧𝑚𝑎𝑥. Since 𝐹 (𝑧2) is a quadratic polynomial with positive coefficient of 𝑧22 and noticing that

𝐹 (0) < 0 and 𝐹 (𝑧𝑚𝑎𝑥) = 𝐶1𝐶
2
4𝐶6(𝐶5 + 𝐶3𝐶7)(0 − 1) > 0,

we know that 𝐹 (𝑧2) has an unique positive real root on the interval (0, 𝑧𝑚𝑎𝑥) when 𝐶2 − 𝐶3𝐶4 > 0 and 0 > 1. Summarizing the
above results gives the following theorem.

Theorem 3.1. The system (2.3) always has the sterile equilibrium 𝐸1, and an unique bacterial equilibrium 𝐸2 when 0 > 1.

3.2. Stability of the sterile equilibrium 𝐸1

In this subsection, we consider the stability of the sterile equilibrium 𝐸1 and have the following theorem.

Theorem 3.2. The sterile equilibrium 𝐸1 is globally asymptotically stable (GAS) for 0 < 1, and unstable for 0 > 1.
5 
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Proof. The Jacobian matrix of system (2.3) evaluated at the sterile equilibrium 𝐸1 is given by

𝐽 (𝐸1) =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

−1 0 −𝐶1𝐶2 0

0 −
𝐶5
𝐶7

− 𝐶3 𝐶1𝐶2 0

0 1 −𝐶1𝐶4 0

0
𝐶6𝐶5
𝐶7

𝐶5
𝐶7

−𝐶7

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

which yields the characteristic polynomial,

𝑃1(𝜆) = (𝜆 + 1)(𝜆 + 𝐶7)
{

𝜆2 + 1
𝐶7

[

𝐶5 + (𝐶3 + 𝐶1𝐶4)𝐶7
]

𝜆 +
𝐶1𝐶4
𝐶7

(𝐶3𝐶7 + 𝐶5)(1 −0)
}

. (3.5)

Obviously, the stability of 𝐸1 is determined by the roots of the quadratic factor in 𝑃1(𝜆), since the other two roots, −1 and −𝐶7, are
egative.

Because the two coefficients of the quadratic polynomial factor are positive when 0 < 1, the two roots of the quadratic
polynomial factor have negative real parts, which implies that 𝐸1 is locally asymptotically stable (LAS) when 0 < 1. When 0 > 1,
𝐸1 is unstable.

Next, we discuss the global stability of the sterile equilibrium 𝐸1. For this purpose, we construct the function:
𝐿(𝑡) = 𝑦(𝑡) +

(

𝐶3 +
𝐶5
𝐶7

)

𝑧(𝑡).

Then,
d𝐿(𝑡)

d𝑡 =
d𝑦(𝑡)
d𝑡 +

(

𝐶3 +
𝐶5
𝐶7

) d𝑧(𝑡)
d𝑡

= 𝐶2𝑧(𝑡)𝑥(𝑡) − 𝑦(𝑡)𝑤(𝑡) − 𝐶3𝑦(𝑡) +
(

𝐶3 +
𝐶5
𝐶7

)

(

𝑦(𝑡) − 𝐶4𝑥(𝑡)𝑧(𝑡)
)

=
[

𝐶2 − 𝐶4

(

𝐶3 +
𝐶5
𝐶7

)]

𝑥(𝑡)𝑧(𝑡) −
(

𝑤(𝑡) − 𝐶5
𝐶7

)

𝑦(𝑡)

= 𝐶2

(

1 − 1
0

)

𝑥(𝑡)𝑧(𝑡) −
(

𝑤(𝑡) − 𝐶5
𝐶7

)

𝑦(𝑡).

(3.6)

It follows from the 4th equation of (2.3) that d𝑤(𝑡)
d𝑡 ≥ 𝐶5 −𝐶7𝑤(𝑡) due to the non-negativity of solutions. Thus, 𝑤(𝑡) ≥ 𝐶5

𝐶7
because

(𝑡) is bounded. This yields that d𝐿(𝑡)
d𝑡 ≤ 0 when 0 < 1. In addition, the non-negativity of the solutions of system (2.3) ensures that

𝐿(𝑡) ≥ 0. By using the pinching principle, we get lim𝑡→+∞ 𝐿(𝑡) = 0. This implies that lim𝑡→+∞(𝑦(𝑡), 𝑧(𝑡)) = (0, 0), under which the limit
system of system (2.3) is given by

⎧

⎪

⎨

⎪

⎩

d𝑥
d𝑡 = 𝐶1 − 𝑥,

d𝑤
d𝑡 = 𝐶5 − 𝐶7𝑤.

It is clear that (𝑥, 𝑤) → (𝐶1,
𝐶5
𝐶7

) as 𝑡 tends to infinity. This shows that 𝐸1 is attractive. Therefore, with 𝐸1 being LAS, the above
results imply that the sterile equilibrium 𝐸1 is GAS for 0 < 1. □

For the critical case 0 = 1, the eigenvalues of 𝑃1(𝜆) become 0, −1, −𝐶7, and −𝐶5
𝐶7

−𝐶1𝐶4 −𝐶3. It implies that in the critical case
𝐸1 is a non-hyperbolic equilibrium, and its local stability cannot be determined by linearization. In order to analyze the dynamical
ehavior of system (2.3) near 𝐸1 at 0 = 1, we introduce 𝑥 = 𝑦1 + 𝐶1, 𝑦 = 𝑦2, 𝑧 = 𝑦3, and 𝑤 = 𝑦4 +

𝐶5
𝐶7

into (2.3) to obtain

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

d𝑦1(𝑡)
d𝑡 = −𝑦1 − 𝐶2𝑦1𝑦3 − 𝐶1𝐶2𝑦3

▵
= 𝑓1,

d𝑦2(𝑡)
d𝑡 = −

(𝐶5
𝐶7

+ 𝐶3

)

𝑦2 + 𝐶1𝐶2𝑦3 + 𝐶2𝑦1𝑦3 − 𝑦2𝑦4
▵
= 𝑓2,

d𝑦3(𝑡)
d𝑡 = 𝑦2 − 𝐶1𝐶4𝑦3 − 𝐶4𝑦1𝑦3

▵
= 𝑓3,

d𝑦4(𝑡)
d𝑡 =

𝐶5𝐶6
𝐶7

𝑦2 +
𝐶5
𝐶7

𝑦3 − 𝐶7𝑦4 + 𝐶6𝑦2𝑦4 + 𝑦3𝑦4
▵
= 𝑓4.

(3.7)
6 
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Now, (0, 0, 0, 0) is an equilibrium of system (3.7), corresponding to the sterile equilibrium 𝐸1 of system (2.3). The linearized matrix
of system (3.7) evaluated at the equilibrium (0, 0, 0, 0) is given by

𝑀 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

−1 0 −
𝐶1𝐶4(𝐶5 + 𝐶3𝐶7)

𝐶7
0

0 −
(𝐶5
𝐶7

+ 𝐶3

) 𝐶1𝐶4(𝐶5 + 𝐶3𝐶7)
𝐶7

0

0 1 −𝐶1𝐶4 0

0
𝐶5𝐶6
𝐶7

𝐶5
𝐶7

−𝐶7

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

Obviously, zero is a simple eigenvalue of 𝑀 , and the other three eigenvalues of 𝑀 are −1, −𝐶7, and −𝐶1𝐶4 −𝐶3 −
𝐶5
𝐶7

. Next, we
roject the three stable manifolds onto the center manifold characterized by the zero eigenvalue. To achieve this, we introduce the

matrix,

𝑄 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

−𝐶7𝐶1𝐶4(𝐶3𝐶7 + 𝐶5) 1 0 −
𝐶1𝐶4(𝐶3𝐶7 + 𝐶5)

𝐶7 − 𝐶1𝐶4𝐶7 − 𝐶3𝐶7 − 𝐶5

𝐶1𝐶4𝐶2
7 0 0 −

𝐶5 + 𝐶3𝐶7
𝐶7

𝐶2
7 0 0 1

𝐶5(1 + 𝐶1𝐶4𝐶6) 0 1
(𝐶5𝐶7 − 𝐶5𝐶6(𝐶3𝐶7 + 𝐶5))

(𝐶3
7 − 𝐶1𝐶4𝐶2

7 − 𝐶3𝐶2
7 − 𝐶5𝐶7)

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

such that 𝑀 𝑄 = 𝑄𝐴 with

𝐴 =

⎛

⎜

⎜

⎜

⎜

⎝

0 0 0 0
0 −1 0 0
0 0 −𝐶7 0
0 0 0 −𝐶1𝐶4 − 𝐶3 −

𝐶5
𝐶7

⎞

⎟

⎟

⎟

⎟

⎠

,

and take the linear transformation (𝑦1, 𝑦2, 𝑦3, 𝑦4)𝑇 = 𝑄(𝑢1, 𝑢2, 𝑢3, 𝑢4)𝑇 . Therefore, the dynamical behavior of system (3.7) near (0, 0, 0, 0)
(that is, near 𝐸1 of system (2.3)) at 0 = 1 is governed by the following 1-d differential equation on the center manifold [28],

d𝑢1
d𝑡 = 𝑎

2
𝑢21 + 𝑏𝑢1 + 𝑂(𝑢31),

where the coefficients 𝑎 and 𝑏 can be obtained by using the method and formulas given in [28]. Let 𝜔 and 𝑣 denote the right and
left eigenvectors, corresponding to the zero eigenvalue of matrix 𝑀 , respectively. Standard algebraic manipulations results in

𝜔 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

−
𝐶1𝐶4(𝐶5 + 𝐶3𝐶7)

𝐶1𝐶4𝐶7 + 𝐶5 + 𝐶3𝐶7
𝐶1𝐶4𝐶7

𝐶1𝐶4𝐶7 + 𝐶5 + 𝐶3𝐶7
𝐶7

𝐶1𝐶4𝐶7 + 𝐶5 + 𝐶3𝐶7
𝐶5

𝐶2
7

(1 + 𝐶1𝐶4𝐶6)

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

, 𝑣𝑇 =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

0

1
𝐶5+𝐶3𝐶7

𝐶7

0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

.

Then, the formulas,

𝑎 =
4
∑

𝑘,𝑖,𝑗=1
𝑣𝑘𝜔𝑖𝜔𝑗

𝜕2𝑓𝑘
𝜕 𝑦𝑖𝜕 𝑦𝑗

(0, 1), 𝑏 =
4
∑

𝑘,𝑖=1
𝑣𝑘𝜔𝑖

𝜕2𝑓𝑘
𝜕 𝑦𝑖𝜕0

(0, 1),

given in [28] yield

𝑎 = − 2𝐶1𝐶4𝐶5(1 + 𝐶1𝐶4𝐶6)
𝐶7(𝐶1𝐶4𝐶7 + 𝐶5 + 𝐶3𝐶7)

< 0, 𝑏 =
𝐶1𝐶4(𝐶5 + 𝐶3𝐶7)

𝐶1𝐶4𝐶7 + 𝐶5 + 𝐶3𝐶7
> 0.

Then, Theorem 4 in [28] with 𝑎 < 0 and 𝑏 > 0 ensures the following conclusion.

Theorem 3.3. The system (2.3) undergoes a forward transcritical bifurcation at 0 = 1.

The bifurcation diagram of system (2.3) on the central manifold when 0 = 1 is shown in Fig. 1, in which the parameter values
given in (2.5) have been used. The solid and the dotted lines denote stable and unstable equilibrium solutions, respectively.
7 
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Fig. 1. Bifurcation diagram of system (2.3) on the central manifold when 0 = 1.

3.3. Stability of the bacterial equilibrium 𝐸2

In order to analyze the stability of the bacterial equilibrium 𝐸2, we first evaluate the Jacobian matrix of system (2.3) at 𝐸2 to
obtain

𝐽 (𝐸2) =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

− (1 + 𝐶2𝑧2) 0 −
𝐶1𝐶2

1 + 𝐶2𝑧2
0

𝐶2𝑧2 −
𝐶2
𝐶4

𝐶1𝐶2
1 + 𝐶2𝑧2

−
𝐶1𝐶4

1 + 𝐶2𝑧2
𝑧2

−𝐶4𝑧2 1 −
𝐶1𝐶4

1 + 𝐶2𝑧2
0

0 𝐶6

(𝐶2
𝐶4

− 𝐶3

) 𝐶2
𝐶4

− 𝐶3
𝐶1𝐶4𝐶6
1 + 𝐶2𝑧2

𝑧2 + 𝑧2 − 𝐶7

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

which yields the characteristic polynomial,

𝑃2(𝜆) = 𝜆4 + 𝑎1𝜆
3 + 𝑎2𝜆

2 + 𝑎3𝜆 + 𝑎4, (3.8)

where

𝑎1 =
1

𝐶4(1 + 𝐶2𝑧2)(𝐶2 − 𝐶3𝐶4)

{

𝐶2
2𝐶4(𝐶2 − 𝐶3𝐶4)𝑧22 + 𝐶2[(𝐶2 + 2𝐶4)(𝐶2 − 𝐶3𝐶4) + 𝐶2

4𝐶5]𝑧2

+ (𝐶2 + 𝐶4 + 𝐶1𝐶
2
4 )(𝐶2 − 𝐶3𝐶4) + 𝐶2

4𝐶5

}

,

𝑎2 =
1

𝐶4(1 + 𝐶2𝑧2)(𝐶2 − 𝐶3𝐶4)

{

(1 + 𝐶2𝑧2)(𝐶2 − 𝐶3𝐶4)[(𝐶2 − 𝐶3𝐶4)𝐶7 − 𝐶4𝐶5 − (𝐶2 − 𝐶3𝐶4)𝑧2]

+ 𝐶2
2 [𝐶

2
4𝐶5 + 𝐶2(𝐶2 − 𝐶3𝐶4)]𝑧22 + 𝐶2[2𝐶2(𝐶2 − 𝐶3𝐶4) + 𝐶4𝐶5(𝐶2 + 2𝐶4)]𝑧2

+ 𝐶4𝐶5(𝐶1𝐶
2
4 + 𝐶2 + 𝐶4) + (𝐶2 − 𝐶3𝐶4)(𝐶1𝐶

2
4 + 𝐶2)

}

,

𝑎3 =
1

𝐶4(1 + 𝐶2𝑧2)(𝐶2 − 𝐶3𝐶4)

{

[(𝐶2 − 𝐶3𝐶4)𝐶7 − 𝐶4𝐶5 − (𝐶2 − 𝐶3𝐶4)𝑧2](𝐶2 − 𝐶3𝐶4)

[(1 + 𝐶2𝑧2)2 + 𝐶1𝐶4] + 𝐶4[𝐶2𝐶5(1 + 𝐶2𝑧2)2 + 𝐶1𝐶
2
4𝐶5 + 𝐶1(𝐶2 − 𝐶3𝐶4)2𝑧2]

}

,

𝑎4 =
𝐶1[𝐶2(𝐶2 − 𝐶3𝐶4)𝑧22 + (𝐶2 − 𝐶3𝐶4)𝐶7 − 𝐶4𝐶5]

1 + 𝐶2𝑧2
.

It is easy to see that the condition given in (3.4) ensures that 𝑎𝑘 (𝑘 = 1, 2, 3) > 0, and 𝑎4 > 0 if 0 > 1. Therefore, 𝐸2 is LAS if the
following two conditions are satisfied:

2
𝛥2 = 𝑎1𝑎2 − 𝑎3 > 0, 𝛥3 = 𝑎3𝛥2 − 𝑎1𝑎4 > 0. (3.9)

8 
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Fig. 2. Bifurcation diagrams of system (2.3), projected on the 𝐶2-𝑧 plane, with two different values of 𝐶6.

We have the following theorem.

Theorem 3.4. When 𝐶2 − 𝐶3𝐶4 > 0, 0 > 1, 𝛥2 > 0, and 𝛥3 > 0, 𝐸2 is LAS.

Theorem 3.4 implies that if one condition of 𝛥2 > 0 and 𝛥3 > 0 is not satisfied, 𝐸2 is unstable. It is easy to see that 𝛥3 will cross
zero before 𝛥2 does, indicating that besides the transcritical bifurcation between 𝐸1 and 𝐸2 characterized by 𝑎4 = 0 (i.e., 0 = 1),
the only possible bifurcation in system (2.3) from 𝐸2 is Hopf bifurcation, and the system cannot have Bogdanov–Takens (B–T)
bifurcation since 𝑎3 > 0 when 𝑎4 = 0 (see the equations below).

In the following, based on the characteristic polynomial (3.8), we derive the explicit conditions under which the system (2.3)
may undergo a transcritical bifurcation or a Hopf bifurcation. First, we consider the transcritical bifurcation. It is known that 𝐸2
exists if and only if 0 < 𝑧2 < 𝑧𝑚𝑎𝑥, and 𝐶2 = 𝐶3𝐶4 +

𝐶4𝐶5
𝐶7

implies that 0 = 1 and 𝑧2 = 0. In addition, when 0 = 1, we obtain

𝑎1 = 1 + 𝐶1𝐶4 + 𝐶3 + 𝐶7 +
𝐶5
𝐶7

> 0,

𝑎2 = (1 + 𝐶1𝐶4 + 𝐶3)𝐶7 + 𝐶5 + 𝐶3 + 𝐶1𝐶4 +
𝐶5
𝐶7

> 0,

𝑎3 = (𝐶1𝐶4 + 𝐶3)𝐶7 + 𝐶5 > 0,

𝑎4 = 0,
𝛥2 = (1 + 𝐶7)

(

𝐶1𝐶4 + 𝐶3 + 𝐶7 +
𝐶5
𝐶7

)(

1 + 𝐶1𝐶4 + 𝐶3 +
𝐶5
𝐶7

)

> 0,

𝛥3 = 𝑎3𝛥2 > 0,

showing that the transcritical bifurcation occurs between 𝐸1 and 𝐸2 when 0 = 1, and the two equilibria 𝐸1 and 𝐸2 actually intersect
with the emerging of the bacterial equilibrium 𝐸2.

Next, we consider Hopf bifurcation. Since system (2.3) contains 7 independent free parameters and Hope bifurcation has
codimension one, there exist many choices for choosing one bifurcation parameter from the 7 parameters, and treating the other 6
parameters as control parameters. In the following, we choose 𝐶2 = 𝛽

𝜎𝐵
as the bifurcation parameter because 𝐶2 reflects not only

the ability of the Mtb to infect macrophages, but also the ability of the Mtb to stimulate immune cells to produce new immune
cells. When 𝐶2 is increased from 𝐶3𝐶4 +

𝐶4𝐶5
𝐶7

, with 𝑧2 being increased from zero, 𝛥3 may cross zero first. It implies that system
(2.3) has a Hopf bifurcation emerging at the critical point, 𝐶2 = 𝐶2𝐻 . The bifurcation diagrams are shown in Fig. 2, where 𝐶2 is
the bifurcation parameter, and the control parameter 𝐶6 takes two different values, 105

88 and 0.0348361, with the corresponding
bifurcation diagrams given in Fig. 2(a) and (b), respectively. The other parameter values are taken from (2.5).

When 𝐶6 =
105
88 , Fig. 2(a) indicates that system (2.3) can only have a transcritical bifurcation, and Hopf bifurcation is not possible.

That is, both 𝛥2 > 0 and 𝛥3 > 0 are always true regardless of the change in the bifurcation parameter 𝐶2. Obviously, in this case,
the variable 𝑧, which characterizes the level of the Mtb, is so small that even though TB infection occurs, the infection site will
gradually form a TB granulomatous structure. This structure, consisting of the macrophages, the Mtb and the immune cells, appears
as a calcified state under the long-term control of the immune system. LTBI does not need to initiate dynamic control to completely
9 
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Fig. 3. Hopf bifurcation curve of system (2.3) when 0 > 1.

inhibit the growth and reproduction of the Mtb. In fact, in this case, the Mtb in LTBI will seek every possible opportunity to resist the
control of the immune system, yielding its growth and reproduction to increase its numbers. This process of the immune system’s
continuous fight against the Mtb has to undergo the dynamic control process regardless of the outcome. Therefore, in order to
describe the immune response of LTBI when the level of the Mtb increases, we take 𝐶6 = 0.0348361 for example, with the bifurcation
diagram given in Fig. 2(b). Compared to the values of 𝑧 in Fig. 2(a), it is obvious that the values of 𝑧 in Fig. 2(b) have increased
significantly, leading to a Hopf bifurcation. This implies that an increase in the Mtb causes the host’s immune system to tighten
its control, leading to a dynamic confrontation between the Mtb and the immune system, namely, the system (2.3) bifurcates to
periodic oscillations.

In the following, we give a detailed analysis on the Hopf bifurcation in system (2.3).

3.4. Hopf bifurcation from 𝐸2 of system (2.3)

In this section, we select 𝐶2 and 𝐶6 as the bifurcation parameters to find feasible values for which Hopf bifurcation may occur
in system (2.3) when 𝑧2 ∈ (0, 𝑧𝑚𝑎𝑥). Since 𝐸2 exists if and only if 𝐶2 > 𝐶3𝐶4 +

𝐶4𝐶5
𝐶7

, we take 𝐶2𝑐 = 𝐶3𝐶4 +
𝐶4𝐶5
𝐶7

= 1377
88 × 10−7. Then,

we choose 𝐶2 ∈ [𝐶2𝑐 , 0.0001], 𝐶6 ∈ [0, 0.07], and 𝑧2 ∈ (0, 𝑧𝑚𝑎𝑥) to display the Hopf bifurcation curve in Fig. 3(a). It is seen that
when 𝑧2 approaches 4.0 and continues to increase, the system (2.3) begins to have Hopf bifurcation. To have a better view of the
bifurcation, the diagram is projected on the 𝐶2-𝐶6 plane, as depicted in Fig. 3(b).

According to Fig. 3(a), we fix 𝑧2 = 5.0, which is in the range of the Hopf bifurcation, and calculate the particular Hopf critical
points. We solve two polynomial equations, 𝛥3(𝐶2, 𝐶6) = 0 and 𝐹 (𝐶2, 𝐶6) = 0, with the other parameter values given in (2.5) to
obtain two Hopf critical points: (𝐶2𝐻1

, 𝐶6𝐻1
) ≈ (0.6847069 × 10−5, 0.0348361), and (𝐶2𝐻2

, 𝐶6𝐻2
) ≈ (0.000029, 0.0382635). Now, as an

example, we give a detailed calculation with biological explanation using the bifurcation point (𝐶2𝐻1
, 𝐶6𝐻1

) with 𝑧2 = 5.0, we get

𝑥2 ≈ 1.900378 × 107, 𝑦2 ≈ 115.642299, 𝑤2 ≈ 4.578354,
𝑎1 ≈ 30.249749, 𝑎2 ≈ 61.935488, 𝑎3 ≈ 988.719619,
𝑎4 ≈ 956.051454, 𝛥2 ≈ 884, 813321, 𝛥3 = 4 × 10−994 ≈ 0.

Thus, we numerically calculate the Jacobian matrix of system (2.3) at the bacterial equilibrium 𝐸2, and obtain a pure imaginary
pair and two negative real eigenvalues: ±5.717099𝑖, −1.000018 and −29.249730. Therefore, the bacterial equilibrium 𝐸2 is stable for
𝐶2 ∈ (𝐶2𝐶 , 𝐶2𝐻1

), and loses its stability at 𝐶2 = 𝐶2𝐻1
, where Hopf bifurcation occurs, leading to a family of bifurcating limit cycles.

In the next section, we apply the method of normal forms to obtain approximate solutions of the bifurcating limit cycles and
determine their stability.

4. Normal form computation associated with the Hopf bifurcation

In this section, we pay attention to the Hopf bifurcation determined in the previous section, and apply normal form theory and the
Maple program developed in [29,30] to system (2.3) to analyze the Hopf bifurcation which occurs from the bacterial equilibrium
10 
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𝐸2 = (𝑥2, 𝑦2, 𝑧2, 𝑤2) = ( 𝐶1
1+𝐶2𝑧2

, 𝐶4𝑥2𝑧2, 𝑧2, 𝐶2
𝐶4

− 𝐶3) where 𝑧2 satisfies Eq. (3.2) with the bifurcation parameter values at the Hopf
ritical point (𝐶2, 𝐶6) = (𝐶2𝐻1

, 𝐶6𝐻1
) ≈ (0.6847069 × 10−5, 0.0348369), while other parameter values are given in (2.5).

In order to use the Maple program [29,30], we first apply an affine transformation to system (2.3) so that the linear part of the
resulting system is in Jordan canonical form. The affine transformation is given by

⎛

⎜

⎜

⎜

⎜

⎜

⎝

𝑥

𝑦

𝑧

𝑤

⎞

⎟

⎟

⎟

⎟

⎟

⎠

=

⎛

⎜

⎜

⎜

⎜

⎜

⎝

𝑥(𝑧(𝜇), 𝜇)
𝑦(𝑧(𝜇), 𝜇)

𝑧(𝜇)

𝑤(𝑧(𝜇), 𝜇)

⎞

⎟

⎟

⎟

⎟

⎟

⎠

+ 𝑃

⎛

⎜

⎜

⎜

⎜

⎝

𝑋1
𝑋2
𝑋3
𝑋4

⎞

⎟

⎟

⎟

⎟

⎠

,

where 𝜇 = 𝐶2 − 𝐶2𝐻1
is a small perturbation (bifurcation) parameter, and the nonsingular matrix 𝑃 is obtained by applying the

standard eigenvalue–eigenvector method to the Jacobian matrix of system (2.3) at the Hopf critical point as

𝑃 =

⎛

⎜

⎜

⎜

⎜

⎝

−8.5770458755 8.5191977389 9999.9594465687 −4.5648406853
8.4015606619 9.7185327001 0.0340385260 6.0664497557
0.4402274367 0.3113764245 −0.0012117211 −0.9910488092
0.5670675708 −0.5377974517 0.0002353976 0.1241485016

⎞

⎟

⎟

⎟

⎟

⎠

,

Here, in the affine transformation,

𝑥(𝑧(𝜇), 𝜇) =
𝐶1

1 + (𝐶2𝐻 + 𝜇)𝑧(𝜇)
= 176000000000

0.06341066765𝑧 + 9261𝑧𝜇 + 9261 ,

𝑦(𝑧(𝜇), 𝜇) = 𝐶4𝑥(𝑧(𝜇), 𝜇)𝑧(𝜇) = 3400𝑧
0.001006518534𝑧 + 147𝑧𝜇 + 147 ,

𝑤(𝑧(𝜇), 𝜇) =
𝐶2𝐻 + 𝜇

𝐶4
− 𝐶3 = 4.5783539451 + 880000000𝜇

1071
,

with 𝑧 and 𝜇 satisfying the following equation, obtained from (3.2):

𝐺(𝑧, 𝜇) = (

3.815228948 × 10−11 + 0.0000124191𝜇 + 𝜇2)𝑧2+
[

0.0000100617 + 1.805733202𝜇
+
(

6.847064858 × 10−6 + 𝜇
)(

−0.0000639931 − 9.523809524𝜇) ] 𝑧 − 0.0000503075
− 9.523809524𝜇

= 0.
Substituting the above affine transformation into system (2.3) yields the new system,

d𝑋𝑖
d𝑡 = 𝐻𝑖(𝑋1, 𝑋2, 𝑋3, 𝑋4, 𝜇), 𝑖 = 1, 2, 3, 4, (4.1)

in which

𝐻1 = 5.7170987195𝑋2 + 3.71207985330 × 106𝜇
+

(

326830.2043570530𝑋1 − 231172.4944986856𝑋2 + 1053.7289429942𝑋3

− 735771.3553032691𝑋4
)

𝜇 + 𝑜(𝜇)

+ 0.1922718318𝑋2
1 − 0.0620896095𝑋1𝑋2 − 0.0014023895𝑋1𝑋3 − 0.4948630759𝑋1𝑋4

− 0.1140505404𝑋2
2 + 0.0002722396𝑋2𝑋3 + 0.5355698656𝑋2𝑋4

+ 1.6487098386 × 10−6𝑋2
3 + 0.0012181016𝑋3𝑋4 − 0.1175569095𝑋2

4 ,

𝐻2 = − 5.7170987195𝑋1 + 4.6306136881 × 106𝜇
+

(

407702.5489213164𝑋1 + 288374.8625162197𝑋2 + 1314.4684004223𝑋3

− 917833.9485805878𝑋4
)

𝜇 + 𝑜(𝜇)

− 0.5933801127𝑋2
1 − 0.0261310320𝑋1𝑋2 − 0.0007202012𝑋1𝑋3 + 0.0867158769𝑋1𝑋4

+ 0.5584867386𝑋2
2 + 0.0009566335𝑋2𝑋3 − 0.3343683318𝑋2𝑋4

− 1.63477219747788 × 10−6𝑋2
3 − 0.0011352446𝑋3𝑋4 + 0.0474261651𝑋2

4 ,

𝐻3 = − 1.0000184683𝑋3 − 8846.1246339803𝜇
−

(

778.8573619508𝑋1 + 550.8988974108𝑋2 + 2.5111037285𝑋3

− 1753.3903817666𝑋4
)

𝜇 + 𝑜(𝜇)

+ 0.0006243108𝑋2
1 − 0.0000473311𝑋1𝑋2 − 1.5233847387 × 10−6𝑋1𝑋3

− 0.0005862315𝑋1𝑋4 − 0.0005166366𝑋2
2 − 7.7557014660 × 10−7𝑋2𝑋3

+ 0.0008048624𝑋2𝑋4 + 4.4107297386 × 10−9𝑋2
3 + 3.32624899993 × 10−6𝑋3𝑋4

− 0.0001582688𝑋2,
4

11 
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𝐻4 = − 29.2497300817𝑋4 + 3.1038169085 × 106𝜇
+

(

273275.6714771630𝑋1 + 193292.4736422569𝑋2 + 881.0644812286𝑋3

− 615207.5557695441𝑋4
)

𝜇 + 𝑜(𝜇)

− 0.1010309413𝑋2
1 − 0.0357891208𝑋1𝑋2 + 0.0045569267𝑋1𝑋3

− 0.1925661099𝑋1𝑋4 + 0.1248125017𝑋2
2 + 0.0042452865𝑋2𝑋3 + 0.1328341770𝑋2𝑋4

− 0.0000146616𝑋2
3 − 0.0119859985𝑋3𝑋4 − 0.0373126825𝑋2

4 ,

with 𝑜(𝜇) representing higher-order terms of 𝜇.
Now, the Jacobian matrix of system (4.1) evaluated at the equilibrium, 𝑋𝑖 = 0 (𝑖 = 1, 2, 3, 4) and the critical point, 𝜇 = 0

corresponding to the bacterial equilibrium 𝐸2 of the system (2.3)) is in the Jordan canonical form:

𝐽1(0) =
⎛

⎜

⎜

⎜

⎜

⎝

0 5.717098720 0 0
−5.717098720 0 0 0

0 0 −1.000018468 0
0 0 0 −29.24973008

⎞

⎟

⎟

⎟

⎟

⎠

.

Applying the formula (18) in [31] to system (2.3) yields

𝜈0 =
1
2

( 𝜕2𝐻1
𝜕 𝑋1𝜕 𝜇

+
𝜕2𝐻2
𝜕 𝑋2𝜕 𝜇

)|

|

|

|

|𝑋𝑖=0, 𝜇=0
≈ 307602.5334366363,

𝜏0 =
1
2

( 𝜕2𝐻1
𝜕 𝑋2𝜕 𝜇

−
𝜕2𝐻2
𝜕 𝑋1𝜕 𝜇

)|

|

|

|

|𝑋𝑖=0, 𝜇=0
≈ −88265.0272113154.

(4.2)

Next, substituting 𝜇 = 0 into (4.1), and then applying the Maple program [29], we obtain

𝑣1 = − 0.3467351308 × 10−3, 𝜏1 = − 0.2029977230 × 10−2. (4.3)

Therefore, the normal form associated with this Hopf bifurcation, up to third-order terms, is given by

𝑟̇ = 𝑟 (𝑣0𝜇 + 𝑣1𝑟2)
= 𝑟 (307602.5334366363𝜇 − 0.3467351308 × 10−3𝑟2),

𝜃̇ = 𝜔𝑐 + 𝜏0𝜇 + 𝜏1𝑟2

= 5.717098720 − 88265.0272113154𝜇 − 0.2029977230 × 10−2𝑟2.
(4.4)

The steady-state solutions of Eq. (4.4) are determined from 𝑟̇ = 𝜃̇ = 0, resulting in
𝑟̄ = 0, 𝑟̄2 = 8.871397966 × 108𝜇 . (4.5)

The equilibrium 𝑟̄ = 0 represents the bacterial equilibrium solution 𝐸2 of the system (2.3). A linear analysis on the first differential
quation of (4.4) shows that d

d𝑟 (
d𝑟
d𝑡 )|𝑟̄=0 = 𝑣0𝜇, and thus 𝑟̄ = 0 (𝐸2) is LAS (unstable) for 𝜇 < 0 (> 0), as expected. When 𝜇 is increased

from negative to cross zero, Hopf bifurcation occurs and the amplitude of the bifurcating limit cycle is approximated by the nonzero
steady state solution,

𝑟̄ ≈ 29784.89209√𝜇 . (4.6)

Since d
d𝑟 (

d𝑟
d𝑡 )|(4.6) = 2𝑣1𝜇 < 0 (𝜇 > 0, 𝑣1 < 0), the Hopf bifurcation is supercritical since 𝑣1 < 0 and so the bifurcating limit cycle is

stable.
Similarly, we can analyze the Hopf bifurcation around the bacterial equilibrium 𝐸2 at the critical point (𝐶2𝐻2

, 𝐶6𝐻2
) ≈

(0.000029, 0.0382635) using the above procedure. The detailed analysis for this part is omitted for simplicity.

5. Numerical simulation

The theoretical results obtained in the previous section show that when the bacterial threshold 0 < 1, the sterile equilibrium
𝐸1 of the model is GAS; as 0 is increased to cross 1, the system has an unique bacterial equilibrium 𝐸2, which is LAS within the
interval 𝐶2 ∈ (𝐶2𝐶 , 𝐶2𝐻1

) or (𝐶2𝐻2
,+∞), and bifurcates to periodic oscillations for 𝐶2 ∈ [𝐶2𝐻1

, 𝐶2𝐻2
].

In this section, numerical simulations are presented to compare with the analytical predictions, in particular, for the Hopf
bifurcation. In order to give a good comparison, we take the parameter values from (2.5), but treat 𝐶2 as the bifurcation parameter,
which is varied to show the stable equilibria 𝐸1 and 𝐸2, as well as stable limit cycles bifurcating from 𝐸2.

First, we demonstrate the dynamic behaviors of system (2.3) for 𝐶2 ∈ [0, 0.00005] in Fig. 4, with respect to the activated uninfected
macrophages, the infected macrophages, the Mtb, and the immune cells as the parameter 𝐶2 is varied. Taking Fig. 4(c) as an example,
when 𝐶2 ∈ [0, 𝐶2𝑐 ), the infected macrophages is zero, which means that the sterile equilibrium 𝐸1 is GAS; when 𝐶2 ∈ (𝐶2𝑐 , 𝐶2𝐻1

),
the infected macrophages keep the constant, which implies that the bacterial equilibrium 𝐸2 is LAS; when 𝐶2 ∈ [𝐶2𝐻1

, 𝐶2𝐻2
], the

infected macrophages experiences periodic oscillations due to Hopf bifurcation; when 𝐶2 ∈ (𝐶2𝐻2
,+∞), the periodic oscillation of

he infected macrophages stops, and returns to the equilibrium 𝐸 again.
2
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Fig. 4. Bifurcation diagrams of system (2.3) at 𝑧2 = 5.

Next, we give a detailed analysis on the dynamic behaviors of the system (2.3) for different values of 𝐶2 in the interval
𝐶2 ∈ [0, 0.00005] and show the corresponding biological significance. When we take 𝐶2 = 0.1 × 10−5 ∈ [0, 𝐶2𝑐 ), as shown in Fig. 5,
all three different solutions of system (2.3) with three different initial values converge to the sterile equilibrium 𝐸1. The simulation
esults indicate that 𝐸1 is stable, consistent with Theorem 3.2, implying that when 𝐶2 < 𝐶2𝐶 , although the Mtb has entered the

lungs of the host, the immune system of the host completely eliminates the invading Mtb, and TB infection does not occur.
When we choose 𝐶2 = 0.345 × 10−5 ∈ (𝐶2𝐶 , 𝐶2𝐻1

), yielding that 𝐶2−𝐶3𝐶4 > 0, 0 > 1, 𝛥2 > 0, and 𝛥3 > 0. In this case, system (2.3)
has a stable focus, see Fig. 6(a), which is consistent with Theorem 3.4. The results indicate that when 𝐶2 ∈ (𝐶2𝐶 , 𝐶2𝐻1

), the immune
system of host cannot completely eliminate the invading Mtb, and Mtb will survive in the lungs of host. That is, TB infection occurs,
which implies that the host first enters the stage of LTBI. In this stage, the immune system initiates the sustained immune response
to control the reproduction and growth of the Mtb that survive in the lungs of host, and the infection will eventually develop into
calcification.

As the bifurcation parameter 𝐶2 increases and enters the interval [𝐶2𝐻1
, 𝐶2𝐻2

], the bacterial equilibrium 𝐸2 is no longer stable,
nd system (2.3) experiences periodical oscillations, due to Hopf bifurcation, see Fig. 7. Here, the same initial value is taken for
imulations, displaying 3-d phase portraits for the infected macrophages, the Mtb, and the immune cells at different values of 𝐶2.

This situation means that the host’s immune function is getting weak, causing the Mtb dormant inside the calcified area to revive and
begin to grow and multiply. Accordingly, the immune system will recruit more activated macrophages and 𝑇 cells to the infection site
to fight and control the Mtb. Then, the immune system of host and the Mtb will begin a mutual restraint mode as one is increasing
while the other is decreasing, that is, the system (2.3) shows periodic oscillations. Taking Fig. 7(a) as an example, it is seen that the
infected macrophages increase as the Mtb in the lungs increases. Correspondingly, the immune system will recruit more immune 𝑇
cells to control the growth and reproduction of the Mtb in the lungs. Once the Mtb is controlled by the immune system and begins
to decrease, the level of infected macrophages and immune 𝑇 cells will decrease accordingly. It shows that the immune system
of host dynamically controls the invading Mtb, and the immune system and the Mtb enter a dynamic counterbalancing stage. Of
course, the host is still in the state of LTBI.
13 
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Fig. 5. The stability of 𝐸1 of system (2.3) for 𝐶2 = 0.1 × 10−5 ∈ (0, 𝐶2𝑐 ) (0 < 0 < 1).

Fig. 6. Stable 𝐸2 of system (2.3) when (a) 𝐶2𝐶 < 𝐶2 < 𝐶2𝐻1
; and (b) 𝐶2 > 𝐶2𝐻2

.

As 𝐶2 continues to increase, we choose 𝐶2 = 0.00004 > 𝐶2𝐻2
= 0.000029, yielding 𝐶2 − 𝐶3𝐶4 > 0, 0 > 1, 𝛥2 > 0, and 𝛥3 > 0.

Then, system (2.3) has a stable focus, as shown in Fig. 6(b), which agrees with Theorem 3.4. It implies that when 𝐶2𝐶 > 𝐶2𝐻2
, as

the ability of immune system to fight the Mtb increases, the Mtb is completely controlled and loses the ability to continue growing
and reproducing. It also means that the dynamic balance between the immune system and the Mtb ends, and the infection site will
calcify again over time. Of course, the Mtb enters a dormant state again, and the host remains LTBI.

6. Conclusion and discussion

In this paper, based on the process of the immune system fighting against the Mtb during the stage of LTBI, we have successfully
built a simple mathematical model to analyze the sustained immune response of the system. Our theoretical analysis reveals that the
dynamic behaviors of the system changes as a bifurcation parameter (𝐶2) is varied. In fact, it follows from 𝐶2 = 𝛽

𝜎𝐵
that either an

increase in the incidence rate 𝛽 of the activated uninfected macrophages becoming the infected macrophages, or a decrease in the
activation rate 𝜎𝐵 of the immune cells by the Mtb, will lead to an increase in the parameter 𝐶2. Furthermore, it is seen that when the
Mtb invades the host’s lungs, the immune system may clear the invading Mtb and TB infection will not occur, which corresponds to
the stable sterile equilibrium 𝐸 of system (2.3); however, when the ability of the Mtb to infect the activated uninfected macrophages
1
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Fig. 7. Hopf bifurcations in system (2.3) for 𝐶2 ∈ [𝐶2𝐻1
, 𝐶2𝐻2

].

is enhanced, the immune system may no longer be able to completely remove the invading Mtb and TB infection occurs, implying
that the host enters the stage of LTBI, which corresponds to the dynamic behaviors of the system (2.3) for 0 > 1. During the stage
of LTBI, the immune system will initiate the sustained immune response to control the growth and reproduction of the Mtb in the
lungs, and TB granulomas are formed accordingly.

TB granuloma is a structure composed of the macrophages, the Mtb and some other immune cells during the host’s sustained
immune response in which the immune system fights against the Mtb. It is the environment in which the Mtb may survive, grow
and even multiply, and also be the battlefield where the immune cells kill the Mtb. When the Mtb simply survives within the
structure of a TB granuloma, it implies that the number and virulence of the Mtb are limited and the immune system can control
its development and eventually calcify it. When the Mtb only survives within TB granulomatous structures, it implies that the Mtb
has a limited ability to infect the activated uninfected macrophages, allowing the immune system to control its development and
eventual calcification, which corresponds to the stable bacterial equilibrium 𝐸2 of system (2.3). And if the ability of the Mtb to
infect the activated uninfected macrophages increases, the calcified structure may revive again. In this case, the immune system
will start a dynamic fight against the Mtb, which corresponds to system (2.3) which generates periodic oscillations. During this
stage, the immune system control becomes strong as the Mtb is more infective, and becomes weak as the Mtb is less infective. As
the Mtb continues to increase its infectivity, the immune system will also increase its ability to control the Mtb, and becomes so
strong that it ultimately stops the control, causing its calcification.

As a matter of fact, there are two possibilities for ending the dynamic control process. One is that the immune system wins,
the Mtb is controlled, and the TB granulomas formed at the infection site will gradually calcify; the other is that the Mtb wins, the
immune system cannot independently control the Mtb, and the host will develop from a LTBI to an activate TB. In this paper, we
have studied the first case, and left the second case for future work.
15 
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