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#### Abstract

In this paper, we consider a number of predator-prey systems with various types of functional responses. Detailed analysis on the dynamics and bifurcations of the systems are given. Particular attention is focused on the complex dynamics due to bifurcation of limit cycles, which may generate bistable or tristable phenomena involving equilibria and oscillating motions. It is shown that predator-prey systems can exhibit such bistable or tristable phenomena due to Hopf bifurcation, giving rise to the coexistence of stable equilibria and stable periodic solutions. Explicit conditions on the system parameters are derived which can be used to determine the number of Hopf bifurcations, the stability of bifurcating limit cycles, and the parameter regime where the bistable or tristable phenomenon occurs. The method developed in this paper can be applied to study certain interesting patterns of complex dynamical behaviors in biological or other physical systems.
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## 1. Introduction

The predator-prey model is an application of the nonlinear differential systems in mathematical biology/ecology to model the predator-prey relationship of a simple population system. The earliest predator-prey model is the Lotka-Volterra equations [Lotka, 1920; Volterra, 1926], describing the population change of two species, one as predator and the other as prey. The model is given in the form of differential equations as

$$
\begin{align*}
& \dot{x}=a x-b x y,  \tag{1}\\
& \dot{y}=c x y-d y,
\end{align*}
$$

where dot denotes differentiation with respect to time $t, x$ and $y$ represent the densities of the prey and the predator, respectively; and $a, b, c$ and $d$ are positive parameters describing the interaction of the two species. It is easy to show that system (1) is integrable and its solutions can be obtained by using an integrating factor $\frac{1}{x y}$ as

$$
V(x, y)=-c x-b y+d \ln x+a \ln y
$$

and $V(x, y)=C(C$ is an arbitrary constant $)$, called first integral, describes closed orbits (level curves) in the $x-y$ place, implying that all solutions of system (1) are periodic. Note that these

[^0]closed orbits are not isolated and are thus not limit cycles.

Later, the model was extended to include density dependence prey growth and function responses called Holling type forms [Holling, 1959a, 1959b], and the model became known as the RosenzweigMacArthur model [Rosenzweig \& MacArthur, 1963]. In 1989 Arditi and Ginzburg [1989] further developed an alternative to the Lotka-Volterra predator-prey model (and its common prey dependent generalizations) by introducing the ratio dependent function into the model, known today as Arditi-Ginzburg model. Now, the predatorprey model and its generalizations are used to consider not only population problems, but also
other phenomena, depending on the specific setting of applications, such as those in modeling plantherbivore, parasite-host, tumor cells-immune system, susceptible-infectious, etc.

A latest and more sophisticated classification of predator-prey models is based on the so-called Gause type predator-prey model, which takes the following general form [Freedman, 1980],

$$
\begin{equation*}
\dot{x}=x g(x, K)-y p(x), \quad \dot{y}=y[-d+d q(x)] \tag{2}
\end{equation*}
$$

where $g(x, K)$ is a continuous and differentiable function describing the specific growth rate of the prey in the absence of predators. The logistic growth $g(x, K)=r\left(1-\frac{x}{K}\right)$ is usually considered as a prototype, satisfying $g(0, K)=r>0, g(K, K)=0$, $g_{x}(K, K)<0, g_{x}(x, K) \leq 0$, and $g_{K}(x, K)>0$ for any $x>0$.

The functional response $p(x)$ of predators to the prey, which is continuous and differentiable, satisfying $p(0)=0$, describes the change in the density of the prey attacked per unit time per predator as the prey density changes. It should be noted that in general, $p(x)$ depends upon many factors such as variation of the prey density, the efficiency with which predators can search out and kill the prey, the handling time, etc. The following functional response functions have been extensively used in modeling population dynamics.
(i) Lotka-Volterra type: $p(x)=m x$, where $m$ is a positive constant, which is an unbounded function.
(ii) Holling type II: $p(x)=\frac{m x}{a+x}$, where $m$ and $a$ are positive constants, and $a$ is called the half-saturation constant, which is bounded, satisfying $p^{\prime}(x)>0$ and $\lim _{x \rightarrow \infty} p(x)=m$.
(iii) Generalized Holling type III or sigmoidal: $p(x)=\frac{m x^{2}}{a x^{2}+b x+1}$, where $m$ and $a$ are positive constants and $b$ is a constant. When $b=0$, it is called the Holling type III response function. When $b>-2 \sqrt{a}$ (so that $a x^{2}+b x+1>0$ and hence $p(x)>0$ ), it is called the generalized Holling type III or sigmoidal functional response [Bazykin, 1998].

The function $q(x)$ in system (2) describes how predator converts the consumed prey into the growth of predators and the parameter $c$ indicates the efficiency of predators in converting consumed prey into their growth, while $d$ is the predator mortality rate. In the past studies, $q(x)$ takes three typical forms:
(A) $q(x)=p(x)$ which is used in the most classical predator-prey models.
(B) $q\left(\frac{x}{y}\right)=p\left(\frac{x}{y}\right)$, which is not dependent on the prey density, but instead on the ratio of the prey to predators.
(C) $q\left(\frac{y}{x}\right)$ depending on the ratio of the predators to their prey, and the typical second equation of (2) is given by $\dot{y}=y q\left(\frac{y}{x}\right)=s y\left(1-\frac{y}{h x}\right)$ while the first equation of (2) still takes $p(x)$.

Thus, combining these three types of function $q(x)$ with the three types of function $p(x)$, we obtain nine systems:

$$
\begin{align*}
& \mathrm{A}_{\mathrm{i}}:\left\{\begin{array}{l}
\dot{x}=r x\left(1-\frac{x}{K}\right)-m x y, \\
\dot{y}=y(m c x-d) ;
\end{array}\right.  \tag{3}\\
& \mathrm{A}_{\mathrm{ii}}:\left\{\begin{array}{l}
\dot{x}=r x\left(1-\frac{x}{K}\right)-\frac{m x y}{a+x}, \\
\dot{y}=y\left(\frac{m c x}{a+x}-d\right) ;
\end{array}\right.  \tag{4}\\
& \mathrm{A}_{\mathrm{iii}}:\left\{\begin{array}{l}
\dot{x}=r x\left(1-\frac{x}{K}\right)-\frac{m x^{2} y}{a x^{2}+b x+1}, \\
\dot{y}=y\left(\frac{m c x^{2}}{a x^{2}+b x+1}-d\right) ;
\end{array}\right.  \tag{5}\\
& \mathrm{B}_{\mathrm{i}}:\left\{\begin{array}{l}
\dot{x}=r x\left(1-\frac{x}{K}\right)-m x, \\
\dot{y}=m c x-d y ;
\end{array}\right. \tag{6}
\end{align*}
$$

$$
\begin{align*}
& \mathrm{B}_{\mathrm{ii}}:\left\{\begin{array}{l}
\dot{x}=r x\left(1-\frac{x}{K}\right)-\frac{m x y}{x+a y}, \\
\dot{y}=y\left(\frac{m c x}{x+a y}-d\right) ;
\end{array}\right.  \tag{7}\\
& \mathrm{B}_{\mathrm{iii}}:\left\{\begin{array}{l}
\dot{x}=r x\left(1-\frac{x}{K}\right)-\frac{m x^{2} y}{a x^{2}+b x y+y^{2}}, \\
\dot{y}=y\left(\frac{m c x^{2}}{a x^{2}+b x y+y^{2}}-d\right) ;
\end{array}\right.  \tag{8}\\
& \mathrm{C}_{\mathrm{i}}:\left\{\begin{array}{l}
\dot{x}=r x\left(1-\frac{x}{K}\right)-m x y, \\
\dot{y}=s y\left(1-\frac{y}{h x}\right) ;
\end{array}\right.  \tag{9}\\
& \mathrm{C}_{\mathrm{ii}}:\left\{\begin{array}{l}
\dot{x}=r x\left(1-\frac{x}{K}\right)-\frac{m x y}{a+x}, \\
\dot{y}=s y\left(1-\frac{y}{h x}\right),
\end{array}\right.  \tag{10}\\
& \mathrm{C}_{\mathrm{iii}}:\left\{\begin{array}{l}
\dot{x}=r x\left(1-\frac{x}{K}\right)-\frac{m x^{2} y}{a x^{2}+b x+1}, \\
\dot{y}=s y\left(1-\frac{y}{h x}\right) .
\end{array}\right. \tag{11}
\end{align*}
$$

Note that all the parameters should take positive values, except for $b$ which may also take zero or negative values, provided $b>-2 \sqrt{a}$.

If in the second equation of the above systems, we add a negative, constant term, which measures the rate of harvesting or removal [Xiao et al., 2006], we are able to analyze the general effect of harvesting on these models. We leave the investigation on these models as future work.

A common natural and important phenomenon which usually appears in predator-prey models is self-sustained oscillations, giving rise to limit cycles. Such special periodic solutions describes a dynamical balance between predator and prey - a more realistic situation. Thus, identifying the existence of limit cycles and determining their stability become very important in analyzing the dynamics of such models. Moreover, it has been found that studying bifurcation of multiple limit cycles and determining the number of limit cycles even play a more significant role in applications since it may cause bistable or even tristable phenomena which involve not only stable equilibria but also stable motions
[Ruan \& Wang, 2003; Wang et al., 2013; Zhang et al., 2013, 2014a, 2014b; Yu \& Lin, 2016]. However, it has also been shown in these publications that even for two-dimensional predator-prey models or epidemic models, determining whether the system can have more than one limit cycle bifurcating from a Hopf critical point is not easy. For example, in the studies of most disease models, researchers often merely investigate bistable states which involve only equilibrium solutions due to difficulty of identifying multiple limit cycles. Nevertheless, stable disease-free equilibrium and periodic disease motion may often coexist in real situations. In such a more realistic case, it is necessary to consider bifurcation of limit cycles and determine their stability. Very recently, we have found bifurcation of two limit cycles in the vicinity of a stable equilibrium in an HIV model [ Yu et al., 2016; Yu \& Lin, 2016] due to Hopf bifurcation, showing the interesting bistable or even tristable phenomenon. We derived explicit conditions on the system parameters and used them to determine the number of bifurcating limit cycles and their stability. It should be mentioned that in recent years numerical bifurcation methods and computer software have been developed and widely applied to study bifurcations of dynamical systems (e.g. see [Meijer et al., 2013]). This is a quite a powerful tool in applications since it can generate a bifurcation diagram in the parameter space, giving a global picture to help analysis. However, its drawback is that it cannot provide closed formulae for an analytic study. In particular, it is very difficult or impossible to use this tool to identify bifurcation of multiple limit cycles around an isolated singularity. In such cases, analytic and explicit formulas are necessary to be obtained.

The main aim of this paper is to investigate bifurcation of limit cycles which may occur in systems (3)-(7) due to Hopf bifurcation, and leave systems (8)-(11) to be studied in forthcoming papers. In particular, for each model to be considered in the whole parameter space, we will show the positivity and boundedness of solutions, find the equilibrium solutions and determine their stability, identify the Hopf bifurcation points and derive explicit conditions to determine the regime in the parameter space where the system can exhibit bistable or tristable phenomenon. It should be pointed out that even for two-dimensional dynamical systems, Hopf bifurcation is not the only source to general bifurcation of limit cycles. Homoclinic orbits may
occur in such systems due to Bogdanov-Takens bifurcation, which is characterized by a doublezero eigenvalue at a critical point, and limit cycles can bifurcate near homoclinic orbits. For the models (3)-(7) considered in this paper, we will show that only model (5) can exhibit Bogdanov-Takens bifurcation. However, we will mainly focus on Hopf and generalized Hopf bifurcations in this paper, and leave the Bogdanov-Takens bifurcation as future work.

The rest of the paper is organized as follows. In the next section, we will present a method for computing normal forms used in the following sections to study bifurcation of limit cycles due to Hopf bifurcation. In Sec. 3, we give detailed studies on the five models (3)-(7) one by one to analyze bifurcations and determine existence of limit cycles. The main effort is devoted to study Hopf and generalized Hopf bifurcations for Model $\mathrm{A}_{\mathrm{iii}}$ [see Eq. (5)]. Simulations are given in Sec. 4 to demonstrate the analytical predictions. Finally, the conclusion is drawn in Sec. 5.

## 2. Methodology

The basic idea of the methodology applied in this paper is described in this section. Roughly speaking, for a given nonlinear dynamical system associated with a Hopf bifurcation, we want to find the simple quantities which can be used to determine the number of limit cycles bifurcating from a Hopf critical point and their stability. These quantities are usually called focus values (or Lyapunov constants), which can be obtained via computing the normal forms of general $n$-dimensional nonlinear systems.

Consider the following general $n$-dimensional differential system:

$$
\begin{equation*}
\dot{\mathbf{z}}=A \mathbf{z}+\mathbf{f}(\mathbf{z}), \quad \mathbf{z} \in \mathbf{R}^{n}, \quad \mathbf{f}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n} \tag{12}
\end{equation*}
$$

where $A \mathbf{z}$ and $\mathbf{f}(\mathbf{z})$ represent the linear and nonlinear parts of the system, respectively. Suppose that $\mathbf{f}(\mathbf{0})=D \mathbf{f}(\mathbf{0})=\mathbf{0}$, implying that $\mathbf{z}=0$ is a fixed point of the system. Also, it is assumed that $\mathbf{f}(\mathbf{z})$ is analytic and can be expanded into Taylor series in $\mathbf{z}$. In general, matrix $A$ may contain eigenvalues with negative, positive and zero real parts, and thus system (12) may consist of stable, unstable and center manifolds. However, in real applications, a system with unstable manifold is usually unstable and the first task will be stabilizing the system. Therefore, without loss of generality, we assume that system (12) only contains stable and center manifolds.

In normal form computation, the first step is usually to introduce a linear transformation into (12) such that its linear part becomes the Jordan canonical form. Note that for a linear system, the Jordan canonical form is the normal form of the system. Thus, introducing a linear transformation $\mathbf{z}=T \mathbf{x}$ into system (12) yields

$$
\begin{equation*}
\dot{\mathbf{x}}=J \mathbf{x}+\mathbf{f}(\mathbf{x}), \quad \mathbf{x} \in \mathbf{R}^{n}, \quad \mathbf{f}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n} \tag{13}
\end{equation*}
$$

where $J=\operatorname{diag}\left(J_{1}, J_{2}\right)$, and both $J_{1}$ and $J_{2}$ are in Jordan canonical forms, with $\operatorname{Re}\left(\lambda\left(J_{1}\right)\right)=0$ and $\operatorname{Re}\left(\lambda\left(J_{2}\right)\right)<0$.

Based on system (13), by applying the center manifold theory (e.g. see [Carr, 1981]) and normal form theory (e.g. see [Guckenheimer \& Holmes, 1993; Chow et al., 1994; Kuznetsov, 1998; Gazor \& $\mathrm{Yu}, 2012]$ ), as well as the computation methods using computer algebra systems (e.g. see [Yu, 1998; Yu \& Leung, 2003; Tian \& Yu, 2013, 2014; Han \& $\mathrm{Yu}, 2012]$ ), we obtain the normal form expressed in polar coordinates:

$$
\begin{align*}
& \dot{r}=r\left(v_{0}+v_{1} r^{2}+v_{2} r^{4}+\cdots+v_{k} r^{2 k}+\cdots\right), \\
& \dot{\theta}=\omega_{c}+\tau_{0}+\tau_{1} r^{2}+\tau_{2} r^{4}+\cdots+\tau_{k} r^{2 k}+\cdots, \tag{14}
\end{align*}
$$

where $r$ and $\theta$ represent the amplitude and phase of motion, respectively. $v_{k}(k=0,1,2, \ldots)$ is called the $k$ th-order focus value. $v_{0}$ and $\tau_{0}$ are obtained from linear analysis. The first equation of (14) can be used for studying bifurcation and stability of limit cycles, while the second equation can be used to determine the frequency of the bifurcating periodic motion. Moreover, the coefficients $\tau_{j}$ can be used to determine the order or critical periods of a center (when $v_{j}=0, j \geq 0$ ).

The Maple programs developed in [Yu, 1998; Tian \& Yu, 2013, 2014] for computing the normal form of Hopf bifurcation have been cross-verified for many mathematical and practical systems. The normal forms obtained by using the different programs are either identical or different by only a positive constant factor.

Once the focus values (or the Lyapunov constants) for a given system are obtained, we want to use these quantities to determine the bifurcation of limit cycles. The basic idea of finding $k$ small-amplitude limit cycles in system (12) associated with a Hopf bifurcation around the origin is as follows: First, find the conditions based on the original system coefficients such that $v_{0}=v_{1}=\cdots=$ $v_{k-1}=0$ (note that $v_{0}=0$ is automatically satisfied
at the critical point), but $v_{k} \neq 0$, and then perform appropriate small perturbations to prove the existence of $k$ limit cycles. This indicates that the procedure for finding multiple limit cycles involves two steps: Computing the focus values (i.e. computing the normal form) or the Lyapunov constants, and solving multivariate coupled nonlinear polynomial equations: $v_{0}=v_{1}=\cdots=v_{k-1}=0$. In the following, we give sufficient conditions for the existence of $k$ small-amplitude limit cycles. (The proof can be found in [Yu \& Han, 2005].)

Lemma 1. Suppose that the focus values depend on $k$ parameters, $\varepsilon_{j}(j=1,2, \ldots, k)$, expressed as

$$
\begin{equation*}
v_{j}=v_{j}\left(\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{k}\right), \quad j=0,1, \ldots, k \tag{15}
\end{equation*}
$$

satisfying

$$
\begin{align*}
& v_{j}\left(\varepsilon_{1 c}, \ldots, \varepsilon_{k c}\right)=0, \quad j=0,1, \ldots, k-1, \\
& v_{k}\left(\varepsilon_{1 c}, \ldots, \varepsilon_{k c}\right) \neq 0, \quad \text { and }  \tag{16}\\
& \operatorname{rank}\left[\frac{\partial\left(v_{0}, v_{1}, \ldots, v_{k-1}\right)}{\partial\left(\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{k}\right)}\left(\varepsilon_{1 c}, \ldots, \varepsilon_{k c}\right)\right]=k .
\end{align*}
$$

Then, for any given $\varepsilon_{0}>0$, there exist $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{k}$ and $\delta>0$ with $\left|\varepsilon_{j}-\varepsilon_{j c}\right|<\varepsilon_{0}, j=1,2, \ldots, k$ such that the equation, $\sum_{j=0}^{k} v_{j} r^{2 j}=0$, has exactly $k$ real positive roots for $r$, i.e. system (12) has exactly $k$ limit cycles, in a $\delta$-ball with the center at the origin.

To demonstrate the use of the above theorem, we take Bautin's system as an example to show the computation of focus values and perturbations to obtain three small-amplitude limit cycles (e.g. see [Yu \& Corless, 2009]). The quadratic Bautin's system can be written in the form of [Bautin, 1952]

$$
\begin{align*}
& \dot{x}=a x+y+x^{2}+(b+2 d) x y+c y^{2}  \tag{17}\\
& \dot{y}=-x+a y+d x^{2}+(e-2) x y-d y^{2},
\end{align*}
$$

where $a, b, c, d$ and $e$ are real parameters. It is clear that $v_{0}=a$. To compute higher-order focus values, setting $v_{0}=a=0$, we obtain $v_{1}=-\frac{1}{8}(c+1) b$. Then, setting $v_{1}=0$, one may take either $b=0$ or $c=-1$. However, it can be shown that $c=-1$ yields a center at the origin. So, choosing $b=0$ results in $v_{2}=-\frac{1}{48} d e(c+1)(5 c-e+5)$, which indicates that one must choose $e=5(c+1)$ to obtain $v_{2}=0$, under which $v_{3}=-\frac{25}{64} d(c+1)^{3}(c+$ $2 c^{2}+d^{2}$ ). If we set $v_{3}=0$, then $v_{4}=0$ too. Actually, Bautin showed that setting $v_{3}$ to be zero leads
to a center. Therefore, one can only choose three parameters such that $v_{0}=v_{1}=v_{2}=0$, but $v_{3} \neq 0$, implying that at most three small-amplitude limit cycles exist around the origin.

To prove the existence of three small-amplitude limit cycles, we apply appropriate perturbations such that the perturbed focus values satisfy the sufficient conditions given in Lemma 1. There are infinitely many choices for the parameter values. Note that due to a scaling applied to system (17), the focus values for the original system can be adjusted to any small values using a free parameter in the original system. Under the critical conditions:

$$
a=0, \quad b=0, \quad e=5(c+1)
$$

we have $v_{0}=v_{1}=v_{2}=0, v_{3}=-\frac{25}{64} d(c+1)^{3}(c+$ $\left.2 c^{2}+d^{2}\right)$. Since exactly one parameter is used for each of the three focus values, $v_{0}, v_{1}$ and $v_{2}$, the perturbations for the quadratic system is straightforward, as shown below.

For convenience, suppose $d(c+1)\left(c+2 c^{2}+\right.$ $\left.d^{2}\right)>0$, and thus $v_{3}<0$. Further, for definiteness, we may assume that $d>0$ and $c>0$, since we are not interested in finding all solutions (which we are certainly able to obtain) but only in the existence of the three small-amplitude limit cycles. Then, we want to give a perturbation to $e=5(c+1)$ such that $v_{2}>0$ and $0<v_{2} \ll-v_{3}$. We can find the derivative of $v_{2}$ with respect to $e$, evaluated at the critical values as $\frac{d v_{2}}{d e}=\frac{5}{48} d(c+1)^{2}>0$. So we may select $\varepsilon_{1}>0$ such that $e=5(c+1)+\varepsilon_{1}$. Then the perturbed $v_{2}$ is

$$
\begin{aligned}
v_{2} & =\frac{d}{48}\left[5(c+1)^{2} \varepsilon_{1}+(c+1) \varepsilon_{1}^{2}\right] \\
& \approx \frac{5}{48} d(c+1)^{2} \varepsilon_{1}>0
\end{aligned}
$$

and thus $0<v_{2} \ll-v_{3}$ as long as $0<\varepsilon_{1} \ll 1$.
Next, we want to perturb $v_{1}$ such that the perturbed values satisfy $0<-v_{1} \ll v_{2} \ll-v_{3}$. Similarly, we find $\frac{d v_{1}}{d b}=-\frac{1}{8}(c+1)<0$, implying that we should perturb $b$ from $b=0$ to $b=0+\varepsilon_{2}$. Thus, the perturbed value of $v_{1}$ is given by $v_{1}=-\frac{1}{8}(c+1) \varepsilon_{2}$, where $0<\varepsilon_{2} \ll \varepsilon_{1} \ll 1$ which guarantees that $0<-v_{1} \ll v_{2}$.

Finally, we need a perturbation to $v_{0}=a=0$, which must be positive. Simply let $a=\varepsilon_{3}$. Then $v_{0}=\varepsilon_{3}$ with $0<\varepsilon_{3} \ll \varepsilon_{2}$ yields $0<v_{0} \ll-v_{1} \ll$ $v_{2} \ll-v_{3}$, provided that $0<\varepsilon_{3} \ll \varepsilon_{2} \ll \varepsilon_{1}$.

As a numerical example, let $c=d=1 / 2$, and choose the exact perturbations as $\varepsilon_{1}=\frac{1}{10}$,


Fig. 1. The phase portrait of system (17) having three small limit cycles around the origin, for $a=0.00000002$, $b=0.0002, c=0.5, d=0.5, e=7.6$.
$\varepsilon_{2}=\frac{1}{5000}, \varepsilon_{3}=\frac{1}{50000000}$. Then, executing the Maple program in [Yu, 1998] (with $a=0$ ) yields the first equation of the normal form (14) up to term $r^{7}$ as

$$
\begin{aligned}
\dot{r}= & r\left(v_{0}+v_{1} r^{2}+v_{2} r^{4}+v_{3} r^{6}\right) \\
= & r\left(\frac{1}{50000000}-\frac{3}{80000} r^{2}+\frac{56673782999}{4800000000000} r^{4}\right. \\
& \left.-\frac{1099541240782350199352293}{1382400000000000000000000} r^{6}\right),
\end{aligned}
$$

from which solving $\dot{r}=0$ we obtain three positive roots: $r_{1}=0.025829 \cdots, r_{2}=0.059536 \cdots$ and $r_{3}=0.103114 \cdots$, which approximate the amplitudes of the three small limit cycles bifurcating from the origin, as shown in Fig. 1.

## 3. Dynamical Analysis of Systems (3)-(7)

In this section, we consider the five predator-prey models (3)-(7) with different functional responses $p(x)$ and show that they may exhibit bifurcation of limit cycles, depending on the feasible values of the system parameters. In order to simplify the analysis, we first use state scaling and time scaling to change these systems to dimensionless forms with fewer parameters. For example, for system (3), taking the state scaling: $x=K X, y=\frac{r}{m} Y$ and time scaling $\tau=r t$, we obtain the following simple dimensionless system,

$$
\text { System } \mathrm{A}_{\mathrm{i}}:\left\{\begin{array}{l}
\dot{X}=X(1-X-Y) \\
\dot{Y}=Y(C X-D)
\end{array}\right.
$$

where dot is still used for the differentiation $\frac{d}{d \tau}$ for simplicity, and the two new parameters are: $C=\frac{m K}{r} c$ and $D=\frac{1}{r} d$. Hence, the parameter numbers are reduced from five to two, greatly simplifying the analysis and computation. Note that the same time scaling, $\tau=r t$, and the same definition of the new parameter, $D=\frac{1}{r} d$, are applied to all the five systems (3)-(7).

In the following, without presenting details, we list the dimensionless equations corresponding to the other four systems, with the scaling given and new parameters defined.

System $\mathrm{A}_{\mathrm{ii}}:\left\{\begin{array}{l}\dot{X}=X\left(1-X-\frac{Y}{A+X}\right), \\ \dot{Y}=Y\left(\frac{C X}{A+X}-D\right),\end{array}\right.$
where the scaling and new parameters are given by $x=K X, y=\frac{r K}{m} Y, A=\frac{1}{K} a, C=\frac{m}{r} c$.

System $\mathrm{A}_{\mathrm{iii}}:\left\{\begin{array}{l}\dot{X}=X\left(1-X-\frac{X Y}{A X^{2}+B X+1}\right), \\ \dot{Y}=Y\left(\frac{C X^{2}}{A X^{2}+B X+1}-D\right),\end{array}\right.$
where $x=K X, y=\frac{r}{m K} Y, A=K^{2} a, B=K b$, $C=\frac{m K^{2}}{r} c$.

$$
\text { System } \mathrm{B}_{\mathrm{i}}:\left\{\begin{array}{l}
\dot{X}=X(1-M-X)  \tag{21}\\
\dot{Y}=X-D Y
\end{array}\right.
$$

where $x=K X, y=\frac{m c K}{r} Y, M=\frac{1}{r} m$.
System $\mathrm{B}_{\mathrm{ii}}:\left\{\begin{array}{l}\dot{X}=X\left(1-X-\frac{M Y}{X+Y}\right), \\ \dot{Y}=Y\left(\frac{C X}{X+Y}-D\right),\end{array}\right.$
where $x=K X, y=\frac{K}{a} Y, M=\frac{1}{a r} m, C=\frac{m}{r} c$.
Note that all the normalized parameters are positive, except for $B$ which may take zero and negative values, provided $B>-2 \sqrt{A}$. In the following, we first consider the well-posedness of the solutions of the five predator-prey systems, and have the following result.

Theorem 1. The solutions of the five predator-prey systems (18)-(22) [or the original systems (3)-(7)] are positive provided the initial conditions are positive. Moreover, the solutions are bounded.

Proof. We choose system $\mathrm{A}_{\mathrm{iii}}$ given by (20) as an example to show the positivity of the solutions, and other systems can follow the same approach. Using the method of constant variations, we can write the general solution of system $\mathrm{A}_{\mathrm{iii}}$ with the initial value $X(0), Y(0)$ in the form of

$$
\begin{aligned}
& X(\tau)=X(0) \exp \left\{\int_{0}^{\tau}\left[1-X(s)-\frac{X(s) Y(s)}{A X^{2}(s)+B X(s)+1}\right] d s\right\} \\
& Y(\tau)=Y(0) \exp \left\{\int_{0}^{\tau}\left[\frac{C X^{2}(s)}{A X^{2}(s)+B X(s)+1}-D\right] d s\right\}
\end{aligned}
$$

which clearly shows that $X(\tau)>0, Y(\tau)>0$ for any $\tau>0$ if $X(0)>0$ and $Y(0)>0$.
To show the boundedness of solutions of these systems, we define a triangular trapping region in the first quadrant of the $X-Y$ plane, bounded by the $X$-axis, the $Y$-axis, and the line L , described by

$$
\mathrm{L}: 0=F= \begin{cases}X+\frac{1}{C} Y-1-\frac{1}{4 D}, & \text { for Systems } \mathrm{A}_{\mathrm{i}}, \mathrm{~A}_{\mathrm{ii}}, \mathrm{~A}_{\mathrm{iii}} ;  \tag{23}\\ X+M Y-1-\frac{1}{4 D}, & \text { for System } \mathrm{B}_{\mathrm{i}} ; \\ X+\frac{M}{C} Y-1-\frac{1}{4 D}, & \text { for System } \mathrm{B}_{\mathrm{ii}}\end{cases}
$$

It is obvious that both the $X$-axis and $Y$-axis are invariant lines. So what we need to prove is just $\frac{d F}{d \tau}<0$ on the right side of the line L (including the line). For example, for systems $\mathrm{A}_{\mathrm{i}}, \mathrm{A}_{\mathrm{ii}}$ and $\mathrm{A}_{\mathrm{iii}}$, we obtain

$$
\begin{aligned}
\frac{d F}{d \tau} & =\dot{X}+\frac{1}{C} \dot{Y}=X(1-X)-\frac{D}{C} Y \\
& =-\left(X-\frac{1}{2}\right)^{2}-\frac{D}{C}\left(Y-\frac{C}{4 D}\right)<0
\end{aligned}
$$

for either $X>1$ or $Y>\frac{C}{4 D}$, implying that the trajectories move towards this region when crossing the line L , and thus the defined triangular region indeed attracts all the solutions of the system.

In the following subsections, we use the dimensionless equations (18)-(22) to study the dynamics of the five systems, and pay particular attention on the bifurcation of limit cycles due to Hopf and generalized Hopf bifurcations.

### 3.1. Systems $\mathbf{A}_{\mathbf{i}}, \mathrm{B}_{\mathrm{i}}$ : No limit cycles

In this subsection, we consider the systems $\mathrm{A}_{\mathrm{i}}$ and $B_{i}$, and show that they cannot exhibit bifurcation of limit cycles. It should be noted that if the logistic term $X(1-X)$ in the systems (or $r x\left(1-\frac{x}{K}\right)$ in the original systems) is reduced to the linear term
$X$ (or $r x$ ), it is easy to show that these two systems become integrable (with an integrating factor $\frac{1}{X Y}$, or $\frac{1}{x y}$ for the original systems). In other words, under this condition, these two systems will have first integrals, implying that all solutions of the systems are periodic but not isolated. Hence, there do not exist limit cycles.

### 3.1.1. System $\mathrm{A}_{\mathrm{i}}$

First, consider system $A_{i}$ given by (18). The equilibrium solutions of this system can be easily found by setting $\dot{X}=\dot{Y}=0$ as

$$
\begin{aligned}
& \mathrm{E}_{0}:\left(X_{0}, Y_{0}\right)=(0,0) \\
& \mathrm{E}_{1}:\left(X_{1}, Y_{1}\right)=(1,0) \\
& \mathrm{E}_{2}:\left(X_{2}, Y_{2}\right)=\left(\frac{D}{C}, 1-\frac{D}{C}\right), \quad(C>D)
\end{aligned}
$$

We have the following theorem.
Theorem 2. For system $\mathrm{A}_{\mathrm{i}}$, the equilibrium $\mathrm{E}_{0}$ is a saddle; the equilibrium $\mathrm{E}_{1}$ is globally asymptotically stable for $C \leq D$, and usable for $C>D$ for which the equilibrium $\mathrm{E}_{2}$ exists and is globally asymptotically stable. There is no bifurcation of limit cycles, nor is $B-T$ bifurcation possible.

Proof. It is easy to see that the condition $C>D$ on the equilibrium $\mathrm{E}_{2}$ is to guarantee the positive values of $Y$. Otherwise, $Y$ is extinct, resulting in $X=0$ or $X=1$. To find the stability of the equilibrium solutions, evaluating the Jacobian of the system at the three equilibria yield

$$
\begin{gathered}
J_{0}=\left[\begin{array}{cc}
1 & 0 \\
0 & -D
\end{array}\right], \quad J_{1}=\left[\begin{array}{cc}
-1 & -1 \\
0 & C-D
\end{array}\right] \\
J_{2}=\left[\begin{array}{cc}
-\frac{D}{C} & -\frac{D}{C} \\
C-D & 0
\end{array}\right],
\end{gathered}
$$

which clearly indicate that $\mathrm{E}_{0}$ is a saddle; $\mathrm{E}_{1}$ is a saddle when $C>D$, and a stable node when $C<D$; and $\mathrm{E}_{2}$ is a stable node (or focus) when $C>D$. When $C=D, \mathrm{E}_{1}$ and $\mathrm{E}_{2}$ coincide and become a degenerate stable node (which needs a simple analysis on the center manifold). Therefore, there is no Hopf bifurcation which can occur from any of the three equilibrium solutions. It is also obvious that $\mathrm{B}-\mathrm{T}$ bifurcation is not possible from any of the three equilibria since it needs a double zero eigenvalue at the critical point.

To rule out other possibility of limit cycle bifurcations, we prove that $\mathrm{E}_{1}$ is globally asymptotically stable when $C \leq D$, and $\mathrm{E}_{2}$ exists and is globally asymptotically stable when $C>D$. For the equilibrium $\mathrm{E}_{1}$, we construct the Lyapunov function,

$$
V_{1}(X, Y)=X-1-\ln X+\frac{1}{C} Y
$$

Differentiating $V_{1}$ with respect to time along the solution trajectories of system (18) yields

$$
\begin{aligned}
\left.\frac{d V_{1}}{d \tau}\right|_{(18)} & =\left(1-\frac{1}{X}\right) \dot{X}+\frac{1}{C} \dot{Y} \\
& =(X-1)(1-X-Y)+\frac{1}{C} Y(C X-D) \\
& =-(X-1)^{2}-Y\left(\frac{D}{C}-1\right) \\
& \leq 0, \quad \text { for } C \leq D
\end{aligned}
$$

When $C<D,\left.\frac{d V_{1}}{d \tau}\right|_{(18)}=0$ if and only if $(X, Y)=$ $(1,0)$. When $C=D,\left.\frac{d V_{1}}{d \tau}\right|_{(18)}=0$ if and only if $X=1$ for which the first equation of (18) implies $Y=0$. Hence, by applying the LaSalle's invariant principle, we have shown that the equilibrium $\mathrm{E}_{1}$ is attractive and so (due to its local stability for $C<D)$ is globally asymptotically stable for $C \leq D$.

To prove the global stability for $\mathrm{E}_{2}$, we similarly construct a Lyapunov function,

$$
\begin{aligned}
V_{2}(X, Y)= & X-X_{2}-X_{2} \ln \left(\frac{X}{X_{2}}\right) \\
& +\frac{1}{C}\left[Y-Y_{2}-Y_{2} \ln \left(\frac{Y}{Y_{2}}\right)\right] .
\end{aligned}
$$

Then, we have

$$
\begin{aligned}
\left.\frac{d V_{2}}{d \tau}\right|_{(18)}= & \left(1-\frac{X_{2}}{X}\right) \dot{X}+\frac{1}{C}+\frac{1}{C}\left(1-\frac{Y_{2}}{Y}\right) \dot{Y} \\
= & \left(X-X_{2}\right)(1-X-Y) \\
& +\frac{1}{C}\left(Y-Y_{2}\right)(C X-D) \\
= & -\left(X-\frac{D}{C}\right)^{2} \leq 0
\end{aligned}
$$

which indicates that $\left.\frac{d V_{2}}{d \tau}\right|_{(18)}=0$ if and only if $X=\frac{D}{C}$; otherwise $\left.\frac{d V_{2}}{d \tau}\right|_{(18)}<0$. When $X=\frac{D}{C}$, $\dot{Y}=0$ and it follows from the first equation of (18) that $Y=1-\frac{D}{C}$. Thus, with the LaSalle's invariant principle, we have shown that the equilibrium $\mathrm{E}_{2}$ is attractive, and so globally asymptotically stable for $C>D$. Therefore, no bifurcation of limit cycles is possible in system $\mathrm{A}_{\mathrm{i}}$. We may also use a Dulac function $g(X, Y)=\frac{1}{X Y}$ to prove that for system $\mathrm{A}_{\mathrm{i}}$ there do not exist limit cycles in the first quadrant of the $X-Y$ plane.

### 3.1.2. System $\mathrm{B}_{\mathrm{i}}$

The analysis on the dimensionless system $B_{i}$ [see Eq. (21)] is even simpler than that for system $A_{i}$ since here the function $p(x)$ is linear. System (21) has two equilibrium solutions:
$\mathrm{E}_{0}: \quad\left(X_{0}, Y_{0}\right)=(0,0) ;$
$\mathrm{E}_{1}: \quad\left(X_{1}, Y_{1}\right)=\left(1-M, \frac{1-M}{D}\right) ; \quad(0<M<1)$.
We have the following result for system $B_{i}$.
Theorem 3. For system $\mathrm{B}_{\mathrm{i}}$, the equilibrium $\mathrm{E}_{0}$ is a stable node when $M>1$, and becomes a saddle when $M<1$ for which the equilibrium $\mathrm{E}_{1}$ exists and is a stable node. Moreover, $\mathrm{E}_{0}$ is globally asymptotically stable when $M \geq 1$ and $\mathrm{E}_{1}$ is globally asymptotically stable when $M<1$. There is no bifurcation of limit cycles, nor is $B-T$ bifurcation possible.

Proof. A similar linear analysis based on the Jacobian of system (21) shows that $\mathrm{E}_{0}$ is a stable node when $M>1$, and a saddle when $M<1$; while $\mathrm{E}_{1}$ exists and is a stable node when $M<1$. It is clear that $\mathrm{B}-\mathrm{T}$ bifurcation is not possible from either $\mathrm{E}_{0}$ or $\mathrm{E}_{1}$. Moreover, one can apply the Lyapunov function, $V_{0}=X+(M-1) Y$, to prove that the equilibrium $\mathrm{E}_{0}$ is globally asymptotically stable when $M \geq 1$, since

$$
\begin{aligned}
\left.\frac{d V_{0}}{d \tau}\right|_{(21)} & =\dot{X}+(M-1) \dot{Y} \\
& =-X^{2}-(M-1) D Y \leq 0, \quad \text { for } M \geq 1
\end{aligned}
$$

It equals zero if and only if $(X, Y)=(0,0)$ when $M>1$. When $M=1$, it equals zero for $X=0$. Then, by the second equation of (21) we have $Y \rightarrow 0$ as $t \rightarrow+\infty$. This, with the LaSalle's invariant principle, shows that $\mathrm{E}_{0}$ is attractive and so globally asymptotically stable for $M \geq 1$.

Having known that $\mathrm{E}_{1}$ exists and is locally asymptotically stable when $M<1$, we now prove that $\mathrm{E}_{1}$ is globally asymptotically stable when $M<$ 1. To achieve this, consider the Lyapunov function,

$$
V_{1}=X-X_{1}-X_{1} \ln \left(\frac{X}{X_{1}}\right)+\frac{1}{2} D\left(Y-Y_{1}\right)^{2}
$$

for $E_{1}$, and differentiating it with respect to time and using (21) yields

$$
\begin{aligned}
\left.\frac{d V_{1}}{d \tau}\right|_{(21)}= & \left(1-\frac{X_{1}}{X}\right) \dot{X}+D\left(Y-Y_{1}\right) \dot{Y} \\
= & \left(X-X_{1}\right)(1-M-X) \\
& +D\left(Y-Y_{1}\right)(X-D Y) \\
= & -\left[\left(X-X_{1}\right)-\frac{D}{2}\left(Y-Y_{1}\right)\right]^{2} \\
& -\frac{3}{4} D^{2}\left(Y-Y_{1}\right)^{2} \\
\leq & 0 .
\end{aligned}
$$

It is easy to see that $\left.\frac{d V_{1}}{d \tau}\right|_{(21)}=0$ if and only if $(X, Y)=\left(X_{1}, Y_{1}\right)$. This shows that $\mathrm{E}_{1}$ is attractive, and so it is globally asymptotically stable for $M<1$.

### 3.2. Systems $\mathrm{A}_{\mathrm{ii}}, \mathrm{B}_{\mathrm{ii}}$ : One limit cycle

In this subsection, we turn to systems $\mathrm{A}_{\mathrm{ii}}$ and $\mathrm{B}_{\mathrm{ii}}$, which are described by the dimensionless
equations (19) and (22), respectively. We shall show that with the restriction on the parameter values, each of the two systems can have only one limit cycle bifurcating from a Hopf critical point.

### 3.2.1. System $\mathrm{A}_{\mathrm{ii}}$

First, consider system $\mathrm{A}_{\mathrm{ii}}$. Equation (19) has three equilibrium solutions, given by
$\mathrm{E}_{0}: \quad\left(X_{0}, Y_{0}\right)=(0,0)$;
$\mathrm{E}_{1}:\left(X_{1}, Y_{1}\right)=(1,0)$;
$\mathrm{E}_{2}: \quad\left(X_{2}, Y_{2}\right)=\left(\frac{A D}{C-D}, \frac{A C[C-(A+1) D]}{(C-D)^{2}}\right)$,
$(C>(A+1) D)$.
For this system, we have the following result.
Theorem 4. For system $\mathrm{A}_{\mathrm{ii}}$, the equilibrium $\mathrm{E}_{0}$ is a saddle, while $\mathrm{E}_{1}$ is globally asymptotically stable when $C \leq(A+1) D$ in which case $\mathrm{E}_{2}$ does not exist. $\mathrm{E}_{1}$ becomes unstable when $C>(A+1) D$ for which $\mathrm{E}_{2}$ exists. Hopf bifurcation can occur from $\mathrm{E}_{2}$ at the critical point $C_{H}=\frac{(A+1) D}{1-A}(A<1)$, with the transversal condition $T_{\text {trans }}=\frac{(1-A)^{3}}{4 D A(1+A)} \neq 0$ and is supercritical, leading to bifurcation of single stable limit cycle. $B-T$ bifurcation is not possible.

Proof. A simple linear analysis shows that $\mathrm{E}_{0}$ is a saddle, while $\mathrm{E}_{1}$ is a stable node when $C<(A+1) D$ in which case $\mathrm{E}_{2}$ does not exist. When $C>(A+$ 1) $D, \mathrm{E}_{1}$ becomes unstable and $\mathrm{E}_{2}$ emerges to exist. Hence, there is no Hopf bifurcation which can occur from $\mathrm{E}_{1}$, and in fact, it can be shown that $\mathrm{E}_{1}$ is globally asymptotically stable for $C \leq(A+1) D$. To achieve this, consider the Lyapunov function,

$$
V_{1}=X-1-\ln X+\frac{1}{A D} Y
$$

from which we obtain

$$
\begin{aligned}
\left.\frac{d V_{1}}{d \tau}\right|_{(19)}= & \left(1-\frac{1}{X}\right) \dot{X}+\frac{1}{A D} \dot{Y} \\
= & -(X-1)^{2} \\
& -[(A+1) D-C] \frac{X Y}{A D(A+X)}
\end{aligned}
$$

$$
\leq 0, \quad \text { for } C \leq(A+1) D
$$

and $\left.\frac{d V_{1}}{d \tau}\right|_{(19)}=0$ if and only if $(X, Y)=(1,0)$ for $C<(A+1) D$. When $C=(A+1) D,\left.\frac{d V_{1}}{d \tau}\right|_{(19)}=0$ if and only if $X=1$ for which the first equation of (19) yields $Y \rightarrow 0$ as $t \rightarrow+\infty$. Thus, with the

LaSalle's invariant principle, we have shown that $\mathrm{E}_{1}$ is attractive, and so globally asymptotically stable.

Now, we investigate the possibility of Hopf bifurcation from the equilibrium $\mathrm{E}_{2}$. Under the condition $C>(A+1) D$, the equilibrium $\mathrm{E}_{2}$ exists. Evaluating the Jacobian of system (19) at $\mathrm{E}_{2}$ yields the trace and determinant:

$$
\begin{aligned}
\operatorname{Tr}\left(J_{2}\right) & =\frac{D}{C(C-D)}[(1-A) C-(A+1) D] \\
\operatorname{det}\left(J_{2}\right) & =\frac{D}{C}[(C-(A+1) D] \\
& >0 \quad(\text { due to } C>(A+1) D)
\end{aligned}
$$

Thus, the equilibrium $\mathrm{E}_{2}$ is stable for $A \geq 1$ or for $A<1$ when $C<\frac{(A+1) D}{1-A}$; unstable for $A<1$ when $C>\frac{(A+1) D}{1-A}$. At the critical point, $C_{H}=\frac{(A+1) D}{1-A},(A<1)$, Hopf bifurcation occurs from $\mathrm{E}_{2}$. Note that $\mathrm{B}-\mathrm{T}$ bifurcation cannot happen since $\operatorname{det}\left(J_{2}\right)>0$ when $\mathrm{E}_{2}$ exists. Moreover, $T_{\text {trans }}=\left.\frac{1}{2} \frac{d \operatorname{Tr}\left(J_{2}\right)}{d C}\right|_{C=C_{H}}=\frac{(1-A)^{3}}{4 D A(1+A)} \neq 0$.

In the following, we want to find how many limit cycles can exist near the equilibrium $\mathrm{E}_{2}$ due to the Hopf bifurcation. In general, we have three free parameters, $A, C$ and $D$, and might get maximal three small-amplitude limit cycles if no restriction is posed on the parameters. We need to find the focus values $v_{k}$ 's from the normal form computation [see (14)]. To simplify the computation, we first introduce an additional time scaling $\tau=(A+X) \tau_{1}$ into (19) and then a linear transformation $X=x_{1}$, $Y=-\frac{2 \omega_{c}}{1-A} x_{2}$, where $\omega_{c}=\frac{A+1}{2} \sqrt{A D}$, into the resulting equation to obtain the following system:

$$
\begin{aligned}
\dot{x}_{1} & =\omega_{c} x_{2}-\frac{1-A}{2} x_{1}^{2}+\frac{2 \omega_{c}}{1-A} x_{1} x_{2}-x_{1}^{3} \\
& \equiv f\left(x_{1}, x_{2}\right),
\end{aligned}
$$

$$
\begin{aligned}
\dot{x}_{2} & =-\omega_{c} x_{1}+\frac{2}{1-A} x_{1} x_{2} \\
& \equiv g\left(x_{1}, x_{2}\right),
\end{aligned}
$$

in which the linear part is in Jordan canonical form. Finally, we use the formula of computing the first focus value at the critical point, $\left(x_{1}, x_{2}\right)=(0,0)$ (e.g. see [Guckenheimer \& Holmes, 1993]) to obtain

$$
\begin{aligned}
v_{1}= & \frac{1}{16}\left[\frac{\partial^{3} f}{\partial x_{1}^{3}}+\frac{\partial^{3} f}{\partial x_{1} x_{2}^{2}}+\frac{\partial^{3} g}{\partial x_{1}^{2} x_{2}}+\frac{\partial^{3} g}{\partial x_{2}^{3}}\right] \\
& -\frac{1}{16 \omega_{c}}\left[\frac{\partial^{2} f}{\partial x_{1} x_{2}}\left(\frac{\partial^{2} f}{\partial x_{1}^{2}}+\frac{\partial^{2} f}{\partial x_{2}^{2}}\right)\right. \\
& \left.-\frac{\partial^{2} g}{\partial x_{1} x_{2}}\left(\frac{\partial^{2} g}{\partial x_{1}^{2}}+\frac{\partial^{2} g}{\partial x_{2}^{2}}\right)-\frac{\partial^{2} f}{\partial x_{1}^{2}} \frac{\partial^{2} g}{\partial x_{1}^{2}}+\frac{\partial^{2} f}{\partial x_{2}^{2}} \frac{\partial^{2} g}{\partial x_{2}^{2}}\right] \\
= & \frac{1}{16} \frac{\partial f^{3}}{\partial x_{1}^{3}}-\frac{1}{16 \omega_{c}} \frac{\partial f^{2}}{\partial x_{1} x_{2}} \frac{\partial f^{2}}{\partial x_{1}^{2}} \\
= & \frac{-6}{16}-\frac{1}{16 \omega_{c}}\left[\frac{2 \omega_{c}}{1-A} \times\left(-\frac{2(1-A)}{2}\right)\right] \\
= & -\frac{1}{4} .
\end{aligned}
$$

(Executing the Maple program in [Yu, 1998] on the above system yields the same result.) A constant $v_{1}$, irrelative to system parameters, clearly indicates that system $\mathrm{A}_{\mathrm{ii}}$ can have only one small-amplitude limit cycle bifurcating from the equilibrium $\mathrm{E}_{2}$ due to Hopf bifurcation. Moreover, the negative sign of $v_{1}$ indicates that the Hopf bifurcation is supercritical and so the bifurcating limit cycle is stable.

### 3.2.2. System $\mathrm{B}_{\mathrm{ii}}$

Unlike system $\mathrm{A}_{\mathrm{ii}}$, system $\mathrm{B}_{\mathrm{ii}}$ which is given in (22) has only two equilibrium solutions:
$\mathrm{E}_{1}:\left(X_{1}, Y_{1}\right)=(1,0) ;$
$\mathrm{E}_{2}: \quad\left(X_{2}, Y_{2}\right)=\left(1-\frac{M}{C}(C-D), \frac{1}{D}(C-D)\left[1-\frac{M}{C}(C-D)\right]\right), \quad\left(0<M<\frac{C}{C-D}\right)$.

It should be noted that the point $(X, Y)=(0,0)$ [or $(x, y)=(0,0)$ for the original system (7)] cannot be an equilibrium solution of the system, nor can be chosen as an initial point, since $\lim _{X \rightarrow 0, Y \rightarrow 0} \frac{X Y}{X+Y}$ does not exist along the line $X+Y=0$.

For this system, we have the following result.
Theorem 5. For system $\mathrm{B}_{\mathrm{ii}}$, the equilibrium $\mathrm{E}_{1}$ is globally asymptotically stable for $C<D$, and
unstable for $C>D$ for which $\mathrm{E}_{2}$ exists. $\mathrm{E}_{2}$ is asymptotically stable when $M \in\left(0, \frac{C\left(C+C D-D^{2}\right)}{C^{2}-D^{2}}\right)$ if $C \in(D, D+1)$, or when $M \in\left(0, \frac{C}{C-D}\right)$ if $C \geq$ $D+1$; and unstable when $M \in\left(\frac{C\left(C+C D-D^{2}\right)}{C^{2}-D^{2}}, \frac{C}{C-D}\right)$ if $C \in(D, D+1)$, with the transversal condition $T_{\text {trans }}=\frac{C^{2}-D^{2}}{2 C^{2}} \neq 0$. Hopf bifurcation occurs from
$\mathrm{E}_{2}$ at $M_{H}=\frac{C\left(C+C D-D^{2}\right)}{C^{2}-D^{2}}$ for $C \in(D, D+1)$, and the Hopf bifurcation is supercritical, leading to stable limit cycles. $B-T$ bifurcation is not possible.

Proof. By a linear analysis, we can show that $\mathrm{E}_{1}$ is a stable node when $C<D$ for which $\mathrm{E}_{2}$ (physically) does not exist; and $\mathrm{E}_{1}$ is unstable (a saddle) for $C>D$ in which case $\mathrm{E}_{2}$ exists. Moreover, we can prove that $\mathrm{E}_{1}$ is globally asymptotically stable for $C<D$. To achieve this, construct the Lyapunov function,

$$
V_{1}=\frac{1}{2}(X-1)^{2}+\frac{M}{D-C} Y
$$

from which we obtain

$$
\begin{aligned}
\left.\frac{d V_{1}}{d \tau}\right|_{(22)}= & (X-1) \dot{X}+\frac{M}{D-C} \dot{Y} \\
= & (X-1) X\left(1-X-\frac{M Y}{X+Y}\right) \\
& +\frac{M}{D-C} Y\left(\frac{C X}{X+Y}-D\right)
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{E}_{2} \text { is stable if } \begin{cases}M<\frac{C\left(C+D C-D^{2}\right)}{C^{2}-D^{2}}, & \text { for } D<C<D+1, \\
M<\frac{C}{C-D} \Rightarrow M<\frac{C\left(C+D C-D^{2}\right)}{C^{2}-D^{2}}, & \text { for } C \geq D+1,\end{cases} \\
& \mathrm{E}_{2} \text { is unstable if } \frac{C\left(C+D C-D^{2}\right)}{C^{2}-D^{2}}<M<\frac{C}{C-D}, \quad \text { for } D<C<D+1 .
\end{aligned}
$$

Thus, when $D<C<D+1$, there exists a Hopf critical point at $M_{H}=\frac{C\left(C+D C-D^{2}\right)}{C^{2}-D^{2}}$. Moreover, the transversal condition is given by $T_{\text {trans }}=$ $\left.\frac{1}{2} \frac{d \operatorname{Tr}\left(J_{2}\right)}{d M}\right|_{M=M_{H}}=\frac{C^{2}-D^{2}}{2 C^{2}} \neq 0$. To find the stability of the bifurcating limit cycle, applying an additional time scaling $\tau=(X+Y) \tau_{1}$ with a linear transformation and then executing the Maple program [Yu, 1998] we obtain the first-order focus value,

$$
\begin{aligned}
v_{1} & =-\frac{(C-D)(D+1-C)}{8[C+D(C-D)]} \\
& <0, \quad \text { for } D<C<D+1
\end{aligned}
$$

and thus system $\mathrm{B}_{\mathrm{ii}}$ can have only one smallamplitude limit cycle bifurcating from $\mathrm{E}_{2}$ due to Hopf bifurcation. The Hopf bifurcation is supercritical, yielding stable limit cycles.

$$
\begin{aligned}
& =-X(X-1)^{2}-\frac{M Y}{X+Y}\left[X^{2}+\frac{D Y}{D-C}\right] \\
& \leq 0 \text { for } C<D
\end{aligned}
$$

and $\left.\frac{d V_{1}}{d \tau}\right|_{(22)}=0$ if and only if $(X, Y)=(1,0)$ (noticing that $(X, Y)=(0,0)$ is not allowed for the solution of the system). This shows that $\mathrm{E}_{1}$ is attractive and, together with its local asymptotic stability, we can conclude that $\mathrm{E}_{1}$ is globally asymptotically stable for $C<D$.

Next, consider the stability of $\mathrm{E}_{2}$. Evaluating the Jacobian of (22) at $\mathrm{E}_{2}$ yields

$$
\begin{aligned}
\operatorname{Tr}\left(J_{2}\right) & =\frac{\left(C^{2}-D^{2}\right) M-C\left(C+D C-D^{2}\right)}{C^{2}} \\
\operatorname{det}\left(J_{2}\right) & =\frac{D(C-D)[C-M(C-D)]}{C^{2}}
\end{aligned}
$$

Hence, $\operatorname{det}\left(J_{2}\right)>0$ for $M<\frac{C}{C-D},(C>D)$, implying that $\mathrm{B}-\mathrm{T}$ bifurcation cannot happen from the equilibrium $\mathrm{E}_{2}$. Using $\operatorname{Tr}\left(J_{2}\right)$, we obtain the following stability conditions for $\mathrm{E}_{2}$ :

### 3.3. System $\mathrm{A}_{\mathrm{iii}}$ : Two limit cycles

Now we turn to system $\mathrm{A}_{\mathrm{iii}}$ given by (20). Note that for this system the parameters $A, C$ and $D$ take positive values, while $B$ may take positive, zero or negative values, provided $B>-2 \sqrt{A}$. We will show that this system can have multiple Hopf bifurcation points to yield one limit cycle, and bifurcation of maximal two limit cycles for certain parameter values.

### 3.3.1. Equilibrium solutions

First, we consider equilibrium solutions of system $\mathrm{A}_{\mathrm{iii}}$. This system also has three equilibrium solutions, given by

$$
\mathrm{E}_{0}: \quad\left(X_{0}, Y_{0}\right)=(0,0) ;
$$

$\mathrm{E}_{1}: \quad\left(X_{1}, Y_{1}\right)=(1,0) ;$

$$
\begin{array}{r}
\mathrm{E}_{2}: \quad\left(X_{2}, Y_{2}\right)=\left(X_{2}, \frac{C}{D} X_{2}\left(1-X_{2}\right)\right) \\
\left(0<X_{2}<1\right)
\end{array}
$$

where $X_{2}$ is determined from the following quadratic polynomial equation:

$$
\begin{equation*}
F_{1}=(C-A D) X_{2}^{2}-B D X_{2}-D=0 \tag{24}
\end{equation*}
$$

which has the solutions,

$$
\begin{gather*}
X_{2}^{ \pm}=\frac{1}{2(C-A D)}(B D \pm \sqrt{\Delta}), \quad \text { where } \\
\Delta=B^{2} D^{2}+4 D(C-A D) \tag{25}
\end{gather*}
$$

We need to consider two cases: $B \geq 0$ and $-2 \sqrt{A}<$ $B<0$.


When $B \geq 0$, it is easy to see from (24) that the necessary condition for $F_{1}=0$ to have positive solutions of $X_{2}$ is $C>A D$, which guarantees $\Delta>0$. Thus, $X_{2}^{+}>0$ but $X_{2}^{-}<0$. So, when $B \geq 0$, the only positive solution is $X_{2}^{+}$under the condition $C>A D$. We may plot the solution $X_{2}$, determined by $F_{1}=0$, on the $C-X_{2}$ plane, as shown in Fig. 2(a). It is seen from this figure that the graph $F_{1}=0$ is monotonic, which is confirmed by

$$
\frac{d C}{d X_{2}}=-\frac{\sqrt{\Delta}}{X_{2}^{2}}<0 \quad \text { for } X_{2}>0
$$

When $-2 \sqrt{A}<B<0$, define

$$
\begin{equation*}
C^{*}=D\left(A-\frac{1}{4} B^{2}\right)>0 \tag{26}
\end{equation*}
$$


(b)

(d)

Fig. 2. Bifurcation diagrams for system $\mathrm{A}_{\mathrm{iii}}$ when (a) $B \geq 0$, (b) $\max \{-2 \sqrt{A},-1\}<B<0$, (c) $\max \{-2 \sqrt{A},-2\}<B<-1$, $A>\frac{1}{4}$ and (d) $-2 \sqrt{A}<B<-2, A>1$, with colored solid curves (lines) and dashed curves (lines) denoting stable and unstable equilibrium solutions, respectively. The negative part of $X_{2}^{-}$for $C>A D$ is not shown in the figures.
at which $X_{2}=-\frac{2}{B}$. Then, $\Delta=4 D\left(C-C^{*}\right)$. In order to have real solutions for $X_{2}^{ \pm}$, it requires that $\Delta \geq 0$, i.e. $C \geq C^{*}$, under which both solutions $X_{2}^{ \pm}$ exist, and note that $X_{2}^{+}<X_{2}^{-}$for $C^{*}<C<A D$ but $X_{2}^{+}>0>X_{2}^{-}$for $C>A D$. Similarly, as shown in Figs. 2(b)-2(d), where $X_{2}^{-}$is not shown for $C>A D$, we can plot the solution $X_{2}$ for different values of $B \in(-2 \sqrt{A}, 0)$. Further, if we consider $C$ as a function of $X_{2}$, determined from $F_{1}=0$, it is easy to show that this function has a global minimum at the point $\left(C, X_{2}\right)=\left(C^{*},-\frac{2}{B}\right)$, and it is monotonically decreasing when $0<X_{2}<-\frac{2}{B}$, and monotonically increasing when $X_{2}>-\frac{2}{B}$. This can be observed from Figs. 2(b)-2(d), where $C^{*}$ is the minimum at the vertex of the graph of $F_{1}=0$. Moreover, it is easy to show that when $B<0$, $X_{2}^{-}>0$ for $C \in\left(C^{*}, A D\right), X_{2}^{-}<0$ for $C>A D$ and $\lim _{C-D \rightarrow 0 \mp}= \pm \infty$, as well as $\left.X_{2}^{+}\right|_{C=A D}=-\frac{1}{B}$ and $\lim _{C \rightarrow+\infty} X_{2}^{ \pm}=0$.

Summarizing the above results gives the solutions for $X_{2}>0$ :

$$
X_{2}=\left\{\begin{array}{rr}
X_{2}^{+}=\frac{B D+\sqrt{\Delta}}{2(C-A D)}, & \text { for } B \geq 0, C>A D  \tag{27}\\
\text { or }-2 \sqrt{A}<B<0, C \geq C^{*} \\
X_{2}^{-}=\frac{B D-\sqrt{\Delta}}{2(C-A D)}, & \text { for }-2 \sqrt{A}<B<0 \\
C^{*} \leq C<A D
\end{array}\right.
$$

It follows from (24) that on the $C-X_{2}$ plane, the curve $F_{1}=0$ intersects the line $X_{2}=1$ at the point $C=C_{t}$, where

$$
\begin{equation*}
C_{t}=(A+B+1) D, \tag{28}
\end{equation*}
$$

in which the subscript " $t$ " denotes transcritical bifurcation. Thus, the part of the curve $F_{1}=0$ below the line $X_{2}=1$ corresponds to $X_{2}<1$. It is easy to see that when $B=-1, A D=C_{t}$, and when $-2<B<0, X_{2}^{-}>1$. So $X_{2}^{-}<1$ can exist only if $-2 \sqrt{A}<B<-2$. $B=-2$ is a critical point at which $C^{*}=C_{t}$, and $X_{2}^{-}=1$.

### 3.3.2. Stability of the equilibria and Hopf bifurcations

For convenience in studying the stability of the equilibria $\mathrm{E}_{0}, \mathrm{E}_{1}$ and $\mathrm{E}_{2}$, and Hopf bifurcations arising from $\mathrm{E}_{2}$, we define the equilibria $\mathrm{E}_{2}^{ \pm}:\left(X_{2}^{ \pm}, Y_{2}^{ \pm}\right)$, the Hopf critical points as $C_{H}$ or $C_{H_{1}}, C_{H_{2}}$, and the
following notations:

$$
\begin{align*}
A_{H} & =B(B+1)+\frac{B+1}{B+3} \\
B_{H} & =A-3 A^{2 / 3} \\
B_{H}^{k} & =\min \left\{k, B_{H}\right\}, \quad k=0,-2,-3,-4 \tag{29}
\end{align*}
$$

and

$$
\begin{align*}
\gamma_{1}: & \left\{8<A<A_{H},-4<B<B_{H}^{-3}\right\}, \\
\gamma_{2}: & \left\{4<A<A_{H},-2 \sqrt{A}<B<-4\right\} \\
& \cup\left\{8<A<A_{H}, B=-4\right\} \\
& \cup\left\{A>A_{H},-4<B<B_{H}^{-3}\right\}, \tag{30}
\end{align*}
$$

$\gamma_{3}:\{A>9, B \leq-6\}$

$$
\cup\left\{A<\frac{B^{2}}{B+6}, B>-6\right\}
$$

Then, we have the following theorem.
Theorem 6. For system $\mathrm{A}_{\mathrm{iii}}$, the equilibrium $\mathrm{E}_{0}$ is a saddle, and $\mathrm{E}_{2}^{-}$is also a saddle when it exists for $B \in(-2 \sqrt{A},-2]$ and $C \in\left(C^{*}, C_{t}\right)$. The conditions for the stability of $\mathrm{E}_{1}$ and $\mathrm{E}_{2}^{+}$, Hopf bifurcation with nonzero transversality and bistable property are listed in Table 1, where the GAS, LAS, Stab LC, BIS ${ }^{1}$ and $\mathrm{BIS}^{2}$ respectively represent Globally Asymptotically Stable, Locally Asymptotically Stable, Stable Limit Cycle, Bistable with two equilibria, and Bistable with one equilibrium and one limit cycle.

Remark 3.1. Figure 3 shows the partition of the parameters in the $(A, B)$ plane, corresponding to Theorem 6, in which the regions where two Hopf bifurcations may occur are shaded by vertical lines, and one Hopf bifurcation shaded by horizontal lines. The numbers of bifurcating limit cycles are marked by (2), (1) and (0). The region $\gamma_{1}$ is the dark shaded area, and the region $\gamma_{2}$ is the shaded area (including both vertical and horizontal lines) outside $\gamma_{1}$. The region $\gamma_{3}$ is below the curve $A=\frac{B^{2}}{B+6}$. It is easy to see that $\mathrm{BIS}^{1} \in\{-2 \sqrt{A}<B \leq-2\}$ and BIS $^{2} \in \gamma_{1} \oplus \gamma_{2} \backslash \gamma_{3}$. It should be noted that the conditions given in Fig. 3 must be combined with the condition on $C$ given in the table to get the complete conditions for the stability of limit cycles and bistability. For example, for $\mathrm{BIS}^{2}$ in the case of two limit cycles when $-2 \sqrt{A}<B \leq-2$, the condition $(A, B) \in \gamma_{1}$ is not enough, and the other condition $C \in\left(C_{H_{1}}, C_{H_{2}}\right)$ must be combined. Note that B-T

Table 1. Stability of $\mathrm{E}_{1}$ and $\mathrm{E}_{2}^{+}$, Hopf bifurcation and bistability of system $\mathrm{A}_{\mathrm{iii}}$.

| Case | $B>\max \{-2 \sqrt{A},-2\}$ |  | $-2 \sqrt{A}<B \leq-2$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{E}_{1}$ | GAS for $C \in\left(0, C_{t}\right]$ |  | GAS for $C \in\left(0, C^{*}\right]$ <br> LAS for $C \in\left(C^{*}, C_{t}\right)$ |  |  |
| Hopf Cond | $\begin{gathered} A>27, \\ 0<B<B_{H} \\ \text { or } \\ A>10+6 \sqrt{3}, \\ -2<B<B_{H}^{0} \end{gathered}$ | Otherwise | $\begin{gathered} A>8 \\ -4<B<B_{H}^{-2} \end{gathered}$ | $\begin{gathered} A>4, \\ -2 \sqrt{A}<B<-4 \end{gathered}$ <br> or $A>8, B=-4$ | Otherwise |
| Hopf No | 2 | 0 | 2 | 1 | 0 |
| Stab LC | $C \in\left(C_{H_{1}}, C_{H_{2}}\right)$ |  | $C \in\left(C_{H_{1}}, C_{H_{2}}\right)$ | $\begin{gathered} (A, B) \notin \gamma_{3} \\ C \in\left(C^{*}, C_{H}\right) \end{gathered}$ |  |
| $\mathrm{E}_{2}^{+}$(LAS) | $C \in\left(C_{t}, C_{H_{1}}\right) \cup\left(C_{H_{2}}, \infty\right)$ | $C>C_{t}$ | $C \in\left(C^{*}, C_{H_{1}}\right) \cup\left(C_{H_{2}}, \infty\right)$ | $C>C_{H}$ | $C>C^{*}$ |
| BIS ${ }^{1}$ | None |  | $\begin{gathered} (A, B) \in \gamma_{1}, \\ C \in\left(C^{*}, C_{H_{1}}\right) \cup\left(C_{H_{2}}, C_{t}\right) \end{gathered}$ | $\begin{gathered} (A, B) \in \gamma_{2}, \\ C \in\left(C_{H}, C_{t}\right) \end{gathered}$ | $C \in\left(C^{*}, C_{t}\right)$ |
| $\mathrm{BIS}^{2}$ | None |  | $\begin{gathered} (A, B) \in \gamma_{1}, \\ C \in\left(C_{H_{1}}, C_{H_{2}}\right) \end{gathered}$ | $\begin{gathered} (A, B) \in \gamma_{2} \backslash \gamma_{3} \\ C \in\left(C^{*}, C_{H}\right) \end{gathered}$ | None |

bifurcation can occur from the equilibrium $\mathrm{E}_{2}^{+}$when the saddle-node bifurcation and the Hopf bifurcation coincide when $B=-4$ and $C=D(A-4)$ $(A>4)$. It can be shown that the B-T bifurcation can be codimension two or three. The detailed analysis on the $\mathrm{B}-\mathrm{T}$ bifurcation is out of scope of this paper and we leave it as future work.

Proof. First, it is straightforward to apply a linear analysis to prove that $\mathrm{E}_{0}$ is a saddle. To analyze the stability of $E_{1}$ and $E_{2}$, we need to consider two cases.

Case ( $i$ ). $B \geq 0$. For this case, $\mathrm{E}_{1}$ is a stable node when $C<C_{t}$ and it loses its stability at the critical point $C=C_{t}$, and then becomes a saddle for $C>C_{t}$. More precisely, we can show that $\mathrm{E}_{1}$ is globally asymptotically stable for $C<C_{t}(B \geq 0)$. In fact, in this case, $X_{2}^{-}<0$, and the positive $\mathrm{E}_{2}^{+}$ requires $X_{2}<1$ (due to $Y_{2}>0$ ) which in turn yields the condition $C>C_{t}$, and thus in this case, the system has a unique stable equilibrium $\mathrm{E}_{1}$ when $C<C_{t}$.

Then, note that for $C<C_{t}$, both the $X$-axis and the $Y$-axis are solution trajectories with the
boundary equilibrium $\mathrm{E}_{0}:(0,0)$ being a saddle, and another boundary equilibrium $\mathrm{E}_{1}:(1,0)$ being a stable node. It has been shown in Theorem 1 that a trapping region exists, attracting all trajectories of the system. Since there is only one stable equilibrium $\mathrm{E}_{1}$ on the boundary of the trapping region, all trajectories will converge to $\mathrm{E}_{1}$, showing that $\mathrm{E}_{1}$ is globally asymptotically stable for $C<C_{t}=(A+B+1) D$ when $B \geq 0$.

To study the stability of $\mathrm{E}_{2}$, we solve the equation $F_{1}=0$ for $C$ to obtain

$$
\begin{equation*}
C=\frac{D}{X_{2}^{2}}\left(A X_{2}^{2}+B X_{2}+1\right)>0 \tag{31}
\end{equation*}
$$

because for $X_{2}>0$, we have

$$
\begin{aligned}
& \frac{D}{X_{2}^{2}}\left(A X_{2}^{2}+B X_{2}+1\right) \\
& \left\{\begin{array}{l}
>0, \quad \text { if } B \geq 0, \\
=D\left(\frac{1}{X_{2}}+\frac{B}{2}\right)^{2}+D\left(A-\frac{B^{2}}{4}\right)>0, \\
\text { if }-2 \sqrt{A}<B<0
\end{array}\right.
\end{aligned}
$$



Fig. 3. Parameter partitions in $(A, B)$ parameter plane: (a) the whole feasible parameter region above the half parabola (the red curve), (b) the zoomed area near the origin, (c) the region for $B>\max \{-2 \sqrt{A},-2\}$ and (d) the region for $-2 \sqrt{A}<B \leq-2$.
which defines the minimum value of $C=C^{*}$ obtained at $X_{2}=-\frac{2}{B}$ when $B \in(-2 \sqrt{A}, 0)$. Then, evaluating the Jacobian of (20) at $\mathrm{E}_{2}$ yields the trace and determinant, given by

$$
\begin{align*}
\operatorname{Tr}\left(J_{2}\right)= & \frac{1}{A X_{2}^{2}+B X_{2}+1} \\
& \times\left[-2 A X_{2}^{3}+(A-B) X_{2}^{2}-1\right] \\
\operatorname{det}\left(J_{2}\right)= & \frac{D}{A X_{2}^{2}+B X_{2}+1}\left(1-X_{2}\right)\left(B X_{2}+2\right) \tag{32}
\end{align*}
$$

Thus, when $B \geq 0$, it is easy to see that $\operatorname{det}\left(J_{2}\right)>0$ for $0<X_{2}<1$, and so the stability of $\mathrm{E}_{2}^{+}$is determined by the trace of $J_{2}$, namely, $\mathrm{E}_{2}^{+}$is asymptotically stable (unstable) if $\operatorname{Tr}\left(J_{2}\right)<0\left(\operatorname{Tr}\left(J_{2}\right)>0\right)$.

This implies that $\mathrm{B}-\mathrm{T}$ bifurcation cannot occur from the equilibrium $\mathrm{E}_{2}^{+}$for $B \geq 0$. Moreover, consider $A$ as the bifurcation parameter such that $\left.\operatorname{Tr}\left(J_{2}\right)\right|_{A=A_{H}}=0$, where $A_{H}=\frac{1+B X_{2}^{2}}{X_{2}^{2}\left(1-2 X_{2}\right)}>0$. Then,

$$
\begin{aligned}
T_{\text {trans }} & =\left.\frac{1}{2} \frac{d \operatorname{Tr}\left(J_{2}\right)}{d A}\right|_{A=A_{H}} \\
& =\frac{X_{2}^{2}\left(1-X_{2}\right)\left(B X_{2}+2\right)}{2\left(A_{H} X_{2}^{2}+B X_{2}+1\right)^{2}} \neq 0,
\end{aligned}
$$

showing that the transversality condition holds. This condition is also true for Case (ii) to be considered next.

Note that the factor of $\operatorname{Tr}\left(J_{2}\right)$ in the square bracket is a cubic polynomial in $X_{2}$. Thus, using the discriminator of the cubic polynomial factor of
$\operatorname{Tr}\left(J_{2}\right)$, given by

$$
\begin{equation*}
\text { Disc }=\frac{1}{432 A^{4}}\left[27 A^{2}+(B-A)^{3}\right] \tag{33}
\end{equation*}
$$

we can determine the number of real solutions of $\operatorname{Tr}\left(J_{2}\right)=0$ as follows:
$\operatorname{Tr}\left(J_{2}\right)$ has $\left\{\begin{array}{l}3 \text { distinct real roots, } \quad \text { if Disc }<0, \\ 1 \text { real root, if Disc }>0, \\ 3 \text { real roots with two being identical }, \\ \text { if Disc }=0 .\end{array}\right.$

However, note that one of the real solutions of the equation $\operatorname{Tr}\left(J_{2}\right)=0$ must be negative because $\left.\operatorname{Tr}\left(J_{2}\right)\right|_{X_{2}=0}=-1$ and $\left.\operatorname{Tr}\left(J_{2}\right)\right|_{X_{2} \rightarrow-\infty}=+\infty$. Moreover, noticing that

$$
\begin{equation*}
\lim _{X_{2} \rightarrow 1} \operatorname{Tr}\left(J_{2}\right)=\lim _{X_{2} \rightarrow 0^{+}} \operatorname{Tr}\left(J_{2}\right)=-1, \tag{35}
\end{equation*}
$$

we know that for Disc $<0$ there may exist none or two positive Hopf critical points on $\mathrm{E}_{2}^{+}$; and so $\mathrm{E}_{2}^{+}$is stable either for $C \in\left[C_{t},+\infty\right)$ or for $C \in\left[C_{t}, C_{H_{1}}\right) \cup\left(C_{H_{2}},+\infty\right)$, where $C_{H_{1}}$ and $C_{H_{2}}$ denote two Hopf critical points. The case Disc $>0$ generates a negative solution, implying that no Hopf bifurcation occurs and so $\mathrm{E}_{2}^{+}$is stable for the whole interval $C \in\left[C_{t},+\infty\right)$ if Disc $>0$. Further, note that the case Disc $=0$ is actually a special case, which characterizes the coincidence of two Hopf critical points $C_{H_{1}}=C_{H_{2}}=C_{H}$, and thus can be considered the same as the case Disc $>0$, since $\mathrm{E}_{2}^{+}$ is stable for the whole interval $C \in\left(C_{t}, \infty\right)$ except for one isolated point $C=C_{H}$. Summarizing the above discussions we have that
No Hopf critical points exist on $\mathrm{E}_{2}^{+} \quad$ if Disc $\geq 0$, Two Hopf critical points exist on $\mathrm{E}_{2}^{+}$if Disc $<0$.
Therefore, in order to have Hopf bifurcations from $\mathrm{E}_{2}^{+}$, the equation $\operatorname{Tr}\left(J_{2}\right)=0$ must have positive solutions for $X_{2} \in(0,1)$. In other words, the positive Hopf critical points should satisfy $X_{2} \in(0,1)$. To investigate whether $\operatorname{Tr}\left(J_{2}\right)=0$ has such solutions, we rewrite $\operatorname{Tr}\left(J_{2}\right)$ given in (32) as

$$
\begin{equation*}
\operatorname{Tr}\left(J_{2}\right)=1-2 X_{2}-\frac{\left(1-X_{2}\right)\left(B X_{2}+2\right)}{A X_{2}^{2}+B X_{2}+1} \tag{36}
\end{equation*}
$$

It is easy to see that Eq. (36) may have positive solutions for $X_{2} \in(0,1)$ only if $0<X_{2}<\frac{1}{2}$. In the following, we will show that for $B \geq 0$ together with the condition Disc $<0$, namely $B<B_{H}$, the equation $\operatorname{Tr}\left(J_{2}\right)=0$ always has two positive real
solutions, say, $X_{2 a}, X_{2 b} \in\left(0, \frac{1}{2}\right)$. Suppose there exist such two values $X_{2 a}$ and $X_{2 b}$, corresponding to the two Hopf critical points, we may find possible values of $A$ and $B$ satisfying the equation $\operatorname{Tr}\left(J_{2}\right)=0$. In fact, for these two values $X_{2 a}$ and $X_{2 b}$, we obtain two equations from (36) and then solving the two equations for $A$ and $B$ yields

$$
\begin{aligned}
& A=\frac{X_{2 a}+X_{2 b}}{2 X_{2 a}^{2} X_{2 b}^{2}} \\
& B=\frac{X_{2 a}+X_{2 b}-2 X_{2 a}^{2}-2 X_{2 b}^{2}-2 X_{2 a} X_{2 b}}{2 X_{2 a}^{2} X_{2 b}^{2}}
\end{aligned}
$$

When $B \geq 0$, Disc $<0$ implies $A>27$. We use the above two equations to obtain

$$
\begin{align*}
\frac{B}{A} & =1-2\left(X_{2 a}+X_{2 b}\right)+\frac{2 X_{2 a} X_{2 b}}{X_{2 a}+X_{2 b}} \\
& \equiv \operatorname{Eq}\left(X_{2 a}, X_{2 b}\right) \tag{37}
\end{align*}
$$

Thus, for $0<B<B_{H}$, we have $0 \leq \frac{B}{A}<\frac{B_{H}}{A} \in$ $(0,1)$ for $A>27$. On the other hand, $\operatorname{Eq}\left(X_{2 a}, X_{2 b}\right)$ can equal any values in $(0,1)$ for suitable values of $X_{2 a}, X_{2 b} \in\left(0, \frac{1}{2}\right)$ since

$$
\begin{aligned}
\operatorname{Eq}(0,0) & =1, \quad \operatorname{Eq}\left(\frac{1}{3}, \frac{1}{3}\right)=0 \\
\frac{\partial \mathrm{Eq}}{\partial X_{2 a}} & =-2\left[1-\left(\frac{X_{2 b}}{X_{2 a}+X_{2 b}}\right)^{2}\right] \\
& <0, \quad \text { for } X_{2 a}, X_{2 b} \in\left(0, \frac{1}{2}\right) \\
\frac{\partial \mathrm{Eq}}{\partial X_{2 b}} & =-2\left[1-\left(\frac{X_{2 a}}{X_{2 a}+X_{2 b}}\right)^{2}\right] \\
& <0, \quad \text { for } X_{2 a}, X_{2 b} \in\left(0, \frac{1}{2}\right)
\end{aligned}
$$

Note that the graph $F_{1}=0$ is continuous for $X_{2} \in(0,1)$ [see Fig. 2(a)], and the equation $\operatorname{Tr}\left(J_{2}\right)=0$ can have positive solutions only for $X_{2} \in\left(0, \frac{1}{2}\right)$. Therefore, when Disc $<0$, the solutions $X_{2 a}$ and $X_{2 b}$ for the two Hopf critical points must be obtained in the interval $X_{2} \in\left(0, \frac{1}{2}\right)$. Summarizing the above discussions we conclude that there exist two Hopf bifurcations from $\mathrm{E}_{2}^{+}$when $A>27$ and $0 \leq B<B_{H}$.

The bifurcation diagram for this case $B \geq 0$ is depicted in Fig. 2(a), which shows two Hopf critical points (a numerical example will be given in Sec. 4), with $C_{t}$ denoting the transcritical bifurcation point,
and $C_{H_{1}}$ and $C_{H_{2}}$ representing two Hopf critical points.
Case (ii). $-2 \sqrt{A}<B<0$. First, consider $\mathrm{E}_{1}$. Evaluating the Jacobian at $\mathrm{E}_{1}$ yields the eigenvalues -1 and $\frac{C}{A+B+1}-D$, where $A+B+1>A-2 \sqrt{A}+1=$ $(\sqrt{A}-1)^{2} \geq 0$. Thus, like Case (i), we can still conclude that $\mathrm{E}_{1}$ is asymptotically stable (unstable) when $C<C_{t}\left(C>C_{t}\right)$.

The analysis on stability of $\mathrm{E}_{2}$ is more complicated for this case since now we have two possible equilibria: $\mathrm{E}_{2}^{+}$and $\mathrm{E}_{2}^{-}$. The solution branch $X_{2}^{+}$is below the solution branch $X_{2}^{-}$, as shown in Figs. 2(b)-2(d). However, we can still use (32) to determine the stability of $\mathrm{E}_{2}$, but need to distinguish $\mathrm{E}_{2}^{-}$from $\mathrm{E}_{2}^{+}$by using $X_{2}=-\frac{2}{B}$ at the vertex as a turning point.

First note that when $0<X_{2}<1$ and $-2 \leq B \leq 0$, we have $B X_{2}+2 \geq 0$. Hence, for $\max \{-2 \sqrt{A},-2\}<B<0$, it follows that $X_{2}^{-}>$ $-\frac{2}{B}>1$ [see Figs. 2(b) and 2(c)] which has no biological meaning, and from (32) that $\operatorname{det}\left(J_{2}\right)>0$ on $\mathrm{E}_{2}^{+}$. Thus, similar to the case $B \geq 0$, the stability of $\mathrm{E}_{2}^{+}$is determined by the sign of $\operatorname{Tr}\left(J_{2}\right)$. We can also use (33) and (34) to determine the number of Hopf critical points. No Hopf bifurcation can occur if Disc $\geq 0$; while when Disc $<0$, it is slightly different from the case $B \geq 0$. For $\max \{-2 \sqrt{A},-2\}<B<0$ together with Disc $<0$, we have $\max \{-2 \sqrt{A},-2\}<B<B_{H}^{0}$, which requires $A>10+6 \sqrt{3}$, since

$$
\begin{aligned}
B_{H}+2 \sqrt{A} & =A-3 A^{2 / 3}+2 \sqrt{A} \\
& =\sqrt{A}\left(A^{1 / 6}-1\right)^{2}\left(A^{1 / 6}+2\right)>0
\end{aligned}
$$

for $A>0,(A \neq 1)$; and

$$
\begin{aligned}
B_{H}+2= & A-3 A^{2 / 3}+2 \\
= & \left(A^{1 / 3}+\sqrt{3}-1\right)\left(A^{1 / 3}-1\right) \\
& \times\left(A^{1 / 3}-\sqrt{3}-1\right)>0
\end{aligned}
$$

for $A \in(0,1) \cup(10+6 \sqrt{3}, \infty)$. Now, we have negative values for $\frac{B}{A}$ satisfying $\max \left\{-\frac{2}{\sqrt{A}},-\frac{2}{A}\right\}<$ $\frac{B}{A}<\min \left\{0,1-\frac{3}{A^{1 / 3}}\right\}$. On the other hand, it follows from (37) that $\operatorname{Eq}\left(\frac{1}{2}, \frac{1}{2}\right)=-\frac{1}{2}$ is the minimal value of $\operatorname{Eq}\left(X_{2 a}, X_{2 b}\right)$. Thus, the negative values that $\operatorname{Eq}\left(X_{2 a}, X_{2 b}\right)$ can reach belongs to $\left(-\frac{1}{2}, 0\right)$, which imposes an additional condition on $A: A \geq 4$. In summary, for this case there exist two Hopf critical points when $A>10+6 \sqrt{3}$ and $-2<B<B_{H}^{0}$.

Further, it is noted that when $B \geq-2$, there is only one stable equilibrium $\mathrm{E}_{1}$ for $0<C \leq C_{t}$,
which is located on the boundary of the trapping region. Thus, $\mathrm{E}_{1}$ is globally asymptotically stable for $\max \{-2 \sqrt{A},-2\}<B<0$ and $0<C \leq C_{t}$. Combining the above results with that obtained for the case $B \geq 0$, we have proved part (a) of Theorem 6.

Next, consider the remaining case $-2 \sqrt{A}<$ $B<-2,(A>1)$. As shown in Fig. 2(d), the upper branch $\mathrm{E}_{2}^{-}$exists for $-\frac{2}{B}<X_{2}^{-} \leq 1$, which yields $B X_{2}^{-}+2<0$, leading to $\operatorname{det}\left(J_{2}\right)<0$. Thus, every point on the equilibrium $\mathrm{E}_{2}^{-}$is a saddle. For the lower branch $\mathrm{E}_{2}^{+}, 0<X_{2}^{+}<-\frac{2}{B}$, and thus $B X_{2}^{+}+2>0$, yielding $\operatorname{det}\left(J_{2}\right)>0$. Hence, similar to the above discussed cases, we can determine the stability of the equilibrium $\mathrm{E}_{2}^{+}$by using $\operatorname{Tr}\left(J_{2}\right)$ given in (32): $\mathrm{E}_{2}^{+}$is at least stable for $C \in\left(C_{2}, \infty\right)$, where $C_{2}$ is a positive constant because of $\left.\operatorname{Tr}\left(J_{2}\right)\right|_{X_{2}=0}=-1$. Since one real solution of the equation $\operatorname{Tr}\left(J_{2}\right)=0$ is negative, there are at most two positive Hopf critical points which can exist on $\mathrm{E}_{2}^{+}$. However, for this case, the possibility of Hopf bifurcations is slightly different from the cases discussed above because single Hopf bifurcation is possible here due to that at $C=C^{*}, \operatorname{Tr}\left(J_{2}\right)$ can be positive and one positive solution appears on $\mathrm{E}_{2}^{-}$at which the two real eigenvalues have the same absolute value but with opposite signs. In the following, we derive the conditions for the existence of Hopf bifurcations arising from the equilibrium $\mathrm{E}_{2}^{+}$. One of the cases with two Hopf bifurcations is depicted in Fig. 2(d).

We still use the same formulas given in (29), (36) and (37) as well as the condition Disc given in (33) to consider various possibilities. First, note that now Disc $<0$ does not guarantee the existence of two Hopf bifurcations, since the two positive roots may both lie on $\mathrm{E}_{2}^{-}$, leading to no Hopf bifurcation; or one on $\mathrm{E}_{2}^{-}$and the other on $\mathrm{E}_{2}^{+}$, giving rise to one Hopf bifurcation; only when both are on $\mathrm{E}_{2}^{+}$, then can we have two Hopf bifurcations. Thus, we need more conditions to classify the existence of Hopf bifurcations. It is easy to show that at the vertex $\left(C, X_{2}\right)=\left(C^{*},-\frac{2}{B}\right), \operatorname{det}\left(J_{2}\right)=0$ and $\operatorname{Tr}\left(J_{2}\right)=1+\frac{4}{B}$. Thus, we have

$$
\begin{align*}
& \left.\operatorname{Tr}\left(J_{2}\right)\right|_{C=C^{*}} \\
& \quad=1+\frac{4}{B}\left\{\begin{array}{rr}
<0 \quad \text { if } \max \{-2 \sqrt{A},-4\}<B<-2 \\
& A>1 \\
\geq 0 \quad \text { if }-2 \sqrt{A}<B \leq-4, \quad & A>4
\end{array}\right. \tag{38}
\end{align*}
$$

Note that $B=-4$ is a critical case for which $\operatorname{Tr}\left(J_{2}\right)=0$ at the turning point $\left(C, X_{2}\right)=\left(C^{*},-\frac{2}{B}\right)$, where a double zero eigenvalue is obtained, leading to a $\mathrm{B}-\mathrm{T}$ bifurcation from the equilibrium $\mathrm{E}_{2}^{+}$. Due to $\lim _{C \rightarrow+\infty} \operatorname{Tr}\left(J_{2}\right)=-1$, we know that when $\left.\operatorname{Tr}\left(J_{2}\right)\right|_{C=C^{*}} \geq 0$, there must exist a Hopf bifurcation from $\mathrm{E}_{2}^{+}$(which coincides with the turning point if $B=-4$ ); while when $\left.\operatorname{Tr}\left(J_{2}\right)\right|_{C=C^{*}}<0$, there may exist none or two Hopf bifurcations from $\mathrm{E}_{2}^{+}$. We first consider two Hopf bifurcations. Combining the above condition with Disc $<0$ yields

$$
A>1 \text { and } \max \{-2 \sqrt{A},-4\}<B<B_{H}^{-2}
$$

The discussions in the above have shown that $B_{H}>$ $-2 \sqrt{A}$ for $A>1$. We can also show that $B_{H}>-4$ for $A>1, A \neq 2$. Then, to have two Hopf bifurcations, similar to the proof for Case (i), we need two solutions $0<X_{2 a}, X_{2 b}<\frac{1}{2}$, such that $\operatorname{Eq}\left(X_{2 a}, X_{2 b}\right)$ can have negative values in $\left(-\frac{1}{2}, 0\right)$. On the other hand, $\max \left\{-\frac{2}{\sqrt{A}},-\frac{4}{A}\right\}<\frac{B}{A}<\min \left\{-\frac{2}{A}, \frac{B_{H}}{A}\right\}$, which requires $-\frac{2}{\sqrt{A}}>-\frac{1}{2}$ and $-\frac{4}{A}>-\frac{1}{2}$, leading to $A>8$. Hence, when

$$
\begin{equation*}
A>8 \quad \text { and } \quad-4<B<B_{H}^{-2} \tag{39}
\end{equation*}
$$

the system has two Hopf bifurcations emerging from the equilibrium $\mathrm{E}_{2}^{+}$.

Now we turn to one Hopf bifurcation. We have the conditions $A>4$ and $-2 \sqrt{A}<B \leq-4$. In addition, we need Disc $\leq 0$, i.e. $B \leq B_{H}$. Hence, we obtain the conditions: $A>4$ and $-2 \sqrt{A}<$ $B \leq B_{H}^{-4}$. However, we have shown that $B_{H}>$ $-2 \sqrt{A}$ for $A>1$. Further, since $B_{H}+4=\left(A^{1 / 3}+\right.$ 1) $\left(A^{1 / 3}-2\right)^{2}>0$ for $A \neq 8$. So the above condition can be rewritten as

$$
\begin{gathered}
A>4 \text { and }-2 \sqrt{A}<B<-4, \quad \text { or } \\
A>4 \quad \text { and } B=-4
\end{gathered}
$$

and thus $-\frac{2}{\sqrt{A}} \leq \frac{B}{A} \leq-\frac{4}{A}$. For the first condition, $B<-4 \leq B_{H}$, indicating that Disc $<0$. Thus, one of the positive solutions must be on $\mathrm{E}_{2}^{-}$. Since $B X_{2}+2<0$ on $\mathrm{E}_{2}^{-}$, (36) implies that the equation $\operatorname{Tr}\left(J_{2}\right)=0$ can have solution $X_{2}>\frac{1}{2}$. Thus, we may assume the two solutions satisfy $0<X_{2 a}<\frac{1}{2}<X_{2 b}<1$. Consequently, the minimal value that $\operatorname{Eq}\left(X_{2 a}, X_{2 b}\right)$ can reach is $\operatorname{Eq}\left(\frac{1}{2}, 1\right)=-\frac{4}{3}$, leading to $\frac{-2}{\sqrt{A}} \geq-\frac{4}{3}$, i.e. $A \geq \frac{9}{4}$, which is satisfied under $A>4$. Next, for $B=-4$, the equation

$$
\begin{aligned}
& \operatorname{Tr}\left(J_{2}\right)=0 \text { gives } \\
& \begin{aligned}
& 2 A X_{2}^{3}-(A+4) X_{2}^{2}+1 \\
&= \frac{1}{A}\left(A X_{2}+\sqrt{1+A}-1\right)\left(2 X_{2}-1\right) \\
& \times\left(A X_{2}-\sqrt{1+A}-1\right)
\end{aligned}
\end{aligned}
$$

showing that the trace $\operatorname{Tr}\left(J_{2}\right)$ always has a root at the turning point $X_{2 a}=\frac{1}{2}$, and the second root is

$$
X_{2 b}=\frac{\sqrt{1+A}+1}{A} \begin{cases}>\frac{1}{2}, & \text { if } 4<A<8 \\ =\frac{1}{2}, & \text { if } A=8 \\ <\frac{1}{2}, & \text { if } A>8\end{cases}
$$

This indicates that when $B=-4,4<A \leq 8$, there is no Hopf bifurcation to occur on $\mathrm{E}_{2}^{+}$except the turning point $X_{2}=\frac{1}{2}$. Summarizing the above discussions we have that if

$$
\begin{gather*}
A>4 \quad \text { and } \quad-2 \sqrt{A}<B<-4, \quad \text { or } \\
A>8 \quad \text { and } B=-4, \tag{40}
\end{gather*}
$$

the system $\mathrm{A}_{\mathrm{iii}}$ has one Hopf bifurcation arising from $\mathrm{E}_{2}^{+}$. When both (39) and (40) are not satisfied, there is no Hopf bifurcation.

To this end, the remaining question for Case (ii) when $-2 \sqrt{A}<B<-2,(A>1)$ is whether the lower branch $\mathrm{E}_{2}^{+}$can have Hopf bifurcation in the interval $C \in\left(C^{*}, C_{t}\right)$. If this can happen, then the equilibrium solutions $\mathrm{E}_{1}$ and $\mathrm{E}_{2}$ coexist for $C \in\left(C^{*}, C_{t}\right)$ and both of them are stable, leading to the so-called bistable phenomenon. It is more interesting to see another type of bistable phenomenon which involves stable equilibria and stable periodic motions. If we can find parameter values such that $\left.\left.\operatorname{Tr}\left(J_{2}\right)\right|_{C=C *} \operatorname{Tr}\left(J_{2}\right)\right|_{C=C_{t}}<0$, then we can conclude that there exist one Hopf bifurcation in the interval $C \in\left(C^{*}, C_{t}\right)$. If $\left.\left.\operatorname{Tr}\left(J_{2}\right)\right|_{C=C^{*}} \operatorname{Tr}\left(J_{2}\right)\right|_{C=C_{t}}>$ 0 , then in the interval $C \in\left(C^{*}, C_{t}\right)$, there are either no Hopf bifurcations or two Hopf bifurcations. Therefore, when at least one Hopf critical point is located in this interval, $C_{H} \in\left(C^{*}, C_{t}\right)$, bistable phenomenon involving an equilibrium and stable limit cycles is possible to exist. It should be noted that a saddle-node bifurcation occurs at the vertex $\left(C, X_{2}\right)=\left(C^{*},-\frac{2}{B}\right)$, and when the parameters are varied such that the equilibrium solution moves from $\mathrm{E}_{2}^{-}$to $\mathrm{E}_{2}^{+}$through the vertex, the equilibrium $\mathrm{E}_{2}^{+}$may be stable or unstable depending upon the sign $\left.\operatorname{Tr}\left(J_{2}\right)\right|_{C=C^{*}}$.

Note that at $C=C_{t}$, the equation $F_{1}=0$ has two solutions $X_{2}=1$ and $X_{2}=-\frac{1}{1+B}$. So, in order to determine the sign of $\left.\operatorname{Tr}\left(J_{2}\right)\right|_{C=C_{t}}$, we substitute the second solution into $\operatorname{Tr}\left(J_{2}\right)$ to obtain

$$
\begin{equation*}
\left.\operatorname{Tr}\left(J_{2}\right)\right|_{C=C_{t}}=\frac{1}{(1+B)(A+B+1)}\left[A(B+3)-(B+1)\left(B^{2}+3 B+1\right)\right] \tag{41}
\end{equation*}
$$

Since $A+B+1>0$ and $1+B<0,\left.\operatorname{Tr}\left(J_{2}\right)\right|_{C=C_{t}}$ can be positive or negative depending upon the parameter values of $A$ and $B$. More precisely, we have

$$
\left.\operatorname{Tr}\left(J_{2}\right)\right|_{C=C_{t}}<0 \quad \text { for } \begin{cases}\frac{9}{4}<A<A_{H}, & \text { if }-2 \sqrt{A}<B<-3 \\ A>\frac{9}{4}, & \text { if } B=-3, \\ A>\frac{7+3 \sqrt{5}}{8}, & \text { if } \max \{-2 \sqrt{A},-3\}<B \leq-\frac{3+\sqrt{5}}{2} \\ A>1, & \text { if } \max \left\{-2 \sqrt{A},-\frac{3+\sqrt{5}}{2}\right\}<B<-2,\end{cases}
$$

$$
\left.\operatorname{Tr}\left(J_{2}\right)\right|_{C=C_{t}}>0, \quad \text { otherwise }
$$

Now combining the above conditions with that for one Hopf bifurcation obtained above, we have that one Hopf bifurcation exists with $C_{H} \in\left(C^{*}, C_{t}\right)$ if $4<A<A_{H}$ when $-2 \sqrt{A}<B<-4$; or if $A>A_{H}$ when $-4<B<B_{H}^{-3}$. For the case of two Hopf bifurcations, it is more complicated since the restriction on $X_{2} \in\left(0, \frac{1}{2}\right)$ and the condition given in (39) are not enough. Note that now $-\frac{1}{1+B}<$ $X_{2}<-\frac{1}{2}$, which yields $B<-3$. With this condition, combining the conditions given in (39) and $\left.\operatorname{Tr}\left(J_{2}\right)\right|_{C=C_{t}}<0$ we obtain two Hopf bifurcations appearing on $\mathrm{E}_{2}^{+}$satisfying $C^{*}<C_{H_{1}}<C_{H_{2}}<C_{t}$ if $8<A<A_{H}$ when $-4<B<B_{H}^{-3}$.

The bifurcation diagrams for Case (ii) are shown in Figs. 2(b) $-2(\mathrm{~d})$, corresponding to cases when $B$ takes different values from the intervals $B<-2,-2<B<-1$ and $-1<B<0$, respectively, together with the condition $B>-2 \sqrt{A}$. Here, $C^{*}$ and $C_{t}$ are defined in (26) and (28), respectively, and $C_{H_{1}}$ and $C_{H_{2}}$ denote two Hopf critical points. Note that the vertex moves down when $B$ is decreasing, and the points $C=C_{t}$ and $C=A D$ exchange their relative positions when $B$ crosses the value $B=-1$. The bistable equilibrium solutions $\mathrm{E}_{1}$ and $\mathrm{E}_{2}^{+}$are marked by blue and green colors, respectively.

Finally, we consider stability of bifurcating limit cycles from $\mathrm{E}_{2}^{+}$, which requires computing the
focus values of the system. For convenience, let

$$
\begin{aligned}
& C=C_{t}+E, \quad \text { if } B>\max \{-2 \sqrt{A},-2\} \\
& C=C^{*}+E, \quad \text { if }-2 \sqrt{A}<B \leq-2(A>1)
\end{aligned}
$$

where $E>0$. Further, we use the parameters $A$ and $E$ to solve the equilibrium solution and the critical stability condition $\operatorname{Tr}\left(J_{2}\right)=0$, yielding

$$
\begin{align*}
& A=\frac{B X_{2}^{2}+1}{X_{2}^{2}\left(1-2 X_{2}\right)}, \\
& E=\left\{\begin{array}{l}
\frac{D\left(1-X_{2}\right)\left(B X_{2}+X_{2}+1\right)}{X_{2}^{2}} \\
\text { if } B>\max \{-2 \sqrt{A},-2\}, \\
\frac{D\left(B X_{2}+2\right)^{2}}{4 X_{2}^{2}} \\
\text { if }-2 \sqrt{A}<B \leq-2(A>1)
\end{array}\right. \tag{42}
\end{align*}
$$

which indicates that $A>0$ and $E>0$, as expected, since $0<X_{2}<\frac{1}{2}$. Moreover, at these values, we have

$$
\begin{align*}
\omega_{c} & =\left(B X_{2}+2\right)\left(1-X_{2}\right) \sqrt{\frac{D}{1-2 X_{2}}} \\
& >0, \quad \forall X_{2} \in\left(0, \frac{1}{2}\right) \tag{43}
\end{align*}
$$

Further, we introduce an additional time scaling $\tau=\left(A X^{2}+B X+1\right) \tau_{1}$ and a linear transformation into system $\mathrm{A}_{\mathrm{iii}}$ to obtain a system with its linear part in Jordan canonical form. Then, executing our Maple program [Yu, 1998] on the resulting system yields the first-order focus value:

$$
\begin{gather*}
v_{1}=-\frac{\bar{v}_{1}}{8 X_{2}\left(1-2 X_{2}\right)\left(B X_{2}+2\right)}, \quad \text { where } \\
\bar{v}_{1}=B+2 B^{2} X_{2}^{3}+6 B X_{2}^{2}+6 \tag{44}
\end{gather*}
$$

It is easy to see that $\bar{v}_{1}>0$ when $B \geq 0$ and $X_{2} \in\left(0, \frac{1}{2}\right)$. When $B>-2, \bar{v}_{1}=B+2+2\left(B^{2} X_{2}^{3}+\right.$ $\left.2+3 B X_{2}^{2}\right)>0$ since $3 B X_{2}^{2}>-\frac{3}{2}$ for $X_{2} \in\left(0, \frac{1}{2}\right)$.

When $-2 \sqrt{A}<B \leq-2(A>1)$, we rewrite $\bar{v}_{1}$ as

$$
\begin{gathered}
\bar{v}_{1}=8\left(\frac{1}{2}-X_{2}\right)^{2}\left(1+4 X_{2}\right)+(B+4) v_{1}^{*}, \quad \text { where } \\
v_{1}^{*}=1+2(B-4) X_{2}^{3}+6 X_{2}^{2}
\end{gathered}
$$

First consider two Hopf bifurcations for which $B>-4$, and the two Hopf critical points are located in the interval $X_{2} \in\left(0, \frac{1}{2}\right)$. In addition, it is easy to show that $v_{1}^{*}>1-16 X_{2}^{3}+6 X_{2}^{2}$ which reaches its minimum $\frac{1}{2}$ for $X_{2} \in\left[0, \frac{1}{2}\right]$. Therefore, $v_{1}^{*}>0$, leading to $\bar{v}_{1}>0$ and so $v_{1}<0$, implying that both of the two Hopf bifurcations are supercritical and the bifurcating limit cycles are stable.

Next, consider one Hopf bifurcation. The case $A>8, B=-4$ is straightforward since $\bar{v}_{1}>0$ and thus the Hopf bifurcation is supercritical. For the case $A>4,-2 \sqrt{A}<B<-4$, first note that when $B \leq-6$, we can rewrite $\bar{v}_{1}$ to obtain $\bar{v}_{1}=$ $6 B X_{2}^{2}\left(1+\frac{B X_{2}}{3}\right)+B+6<0$ since $1+\frac{B X_{2}}{3} \geq 1-\frac{2}{3}=\frac{1}{3}$ due to $X_{2} \leq \frac{-2}{B}$, which gives $v_{1}>0$ and so the Hopf bifurcation is subcritical and bifurcating limit cycles are unstable. For $-6<B<-4$, $\bar{v}_{1}$ may take negative or positive values. The condition for $\bar{v}_{1}=0$ can be found from eliminating $X_{2}$ from the equations $\operatorname{Tr}\left(J_{2}\right)=0$ and $\bar{v}_{1}=0$ as $A=\frac{B^{2}}{6+B}$. Then, for $-6<B<-4$, we have


In summary, we conclude that except when $A>9, B \leq-6$ and $A<\frac{B^{2}}{B+6},-6<B<-4$, the single Hopf bifurcation from $\mathrm{E}_{2}^{+}$is subcritical and bifurcating limit cycles are unstable, all other Hopf bifurcations including two Hopf bifurcations and single Hopf bifurcation are supercritical and bifurcating limit cycles are stable. The critical case $v_{1}=0$ yields generalized Hopf bifurcation, leading to bifurcation of multiple limit cycles, and will be considered in the next subsection.

This completes the proof for Theorem 6.

### 3.3.3. Two limit cycles from generalized Hopf bifurcation

In the previous subsection, we have identified the conditions on the parameters under which the firstorder focus value $v_{1}$ vanishes. This implies that it is possible for the system $\mathrm{A}_{\mathrm{iii}}$ to have multiple limit cycles bifurcating from a Hopf critical point. We have the following theorem.

Theorem 7. For system $\mathrm{A}_{\mathrm{iii}}$, generalized Hopf bifurcation can occur from $\mathrm{E}_{2}^{+}$when $A=\frac{B^{2}}{B+6}, C=$ $\frac{D\left(2+B X_{2}\right)\left(1-X_{2}\right)}{X_{2}^{2}\left(1-2 X_{2}\right)}$ and $B \in(-6,-4), X_{2} \in\left(0, \frac{-2}{B}\right)$, yielding maximal two limit cycles bifurcating from a Hopf critical point. Moreover, when $v_{1}=0, v_{2}<0$, implying that the outer of the two bifurcating limit cycles is stable while the inner one is unstable, and both limit cycles enclose the stable focus $\mathrm{E}_{2}^{+}$.

Proof. We first solve $F_{1}=0$ for $C$, and then solve $\operatorname{Tr}\left(J_{2}\right)=0$ for $A$ to obtain

$$
\begin{aligned}
A & =\frac{1+B X_{2}^{2}}{X_{2}^{2}\left(1-2 X_{2}\right)}, \\
C & =\frac{D}{X_{2}^{2}}\left(A X_{2}^{2}+B X_{2}+1\right) \\
& =\frac{D\left(2+B X_{2}\right)\left(1-X_{2}\right)}{X_{2}^{2}\left(1-2 X_{2}\right)},
\end{aligned}
$$

with $B \in(-6,-4) \quad$ and $\quad X_{2} \in\left(0, \frac{-2}{B}\right)$.
Since $0<X_{2}<\frac{-2}{B}$, we have $2+B X_{2}>0$, and thus $0<X_{2}<\frac{1}{2}$, yielding $C>0$, which in turn results in $1+B X_{2}^{2}>0$, and so $A>0$. With the above conditions, we execute our Maple program for computing Hopf and generalized Hopf bifurcations to
get $v_{1}$ given in (44) and

$$
\begin{align*}
v_{2}= & \frac{1}{192 D X_{2}^{3}\left(1-X_{2}\right)^{2}\left(1-2 X_{2}\right)^{2}\left(2+B X_{2}\right)^{3}}\left\{\bar{v}_{1}\left[76\left(1-3 X_{2}-B X_{2}^{3}\right)^{2}+3 D^{2}\left(1-2 X_{2}\right)^{2}\left(2+B X_{2}\right)^{2}\right]\right. \\
& +D\left(2 X_{2}-1\right)\left[4 B^{4} X_{2}^{7}+4 B^{3}(27 B-37) X_{2}^{6}-2 B^{2}\left(27 B^{2}-521 B+442\right) X_{2}^{5}\right. \\
& -2 B\left(237 B^{2}-1681 B+582\right) X_{2}^{4}+2 B\left(19 B^{2}-659 B+1454\right) X_{2}^{3} \\
& \left.\left.-\left(1164+23 B^{3}-233 B^{2}-424 B\right) X_{2}^{2}-\left(175 B^{2}+392 B-3372\right) X_{2}-4(67 B+378)\right]\right\} \tag{46}
\end{align*}
$$

where $\bar{v}_{1}$ is given in (44). Now, setting $v_{1}=0$ (i.e. $\bar{v}_{1}=0$ ) we obtain $A=\frac{B^{2}}{B+6}$, as expected. We have shown in the previous subsection that $\tilde{v}_{1}=0$ has real solutions under the conditions given in (45), for which we have

$$
\begin{aligned}
\left.v_{2}\right|_{v_{1}=0}= & -\frac{1}{192 X_{2}^{3}\left(1-X_{2}\right)^{2}\left(1-2 X_{2}\right)\left(2+B X_{2}\right)^{3}}\left[4 B^{4} X_{2}^{7}+4 B^{3}(27 B-37) X_{2}^{6}\right. \\
& -2 B^{2}\left(27 B^{2}-521 B+442\right) X_{2}^{5}-2 B\left(237 B^{2}-1681 B+582\right) X_{2}^{4} \\
& +2 B\left(19 B^{2}-659 B+1454\right) X_{2}^{3}-\left(1164+23 B^{3}-233 B^{2}-424 B\right) X_{2}^{2} \\
& \left.-\left(175 B^{2}+392 B-3372\right) X_{2}-4(67 B+378)\right] .
\end{aligned}
$$

Further, we use the Groebner basis reduction procedure to reduce the above expressions to obtain when $v_{1}=0$,

$$
\begin{gather*}
v_{2}=-\frac{1}{96 X_{2}^{3}\left(1-X_{2}\right)^{2}\left(1-2 X_{2}\right)\left(2+B X_{2}\right)^{3}} \tilde{v}_{2}, \quad \text { where } \\
\tilde{v}_{2}=24 B X_{2}^{4}-100 B X_{2}^{3}+2\left(B^{3}+21 B^{2}+83 B+12\right) X_{2}^{2} \\
-3\left(3 B^{2}+8 B+36\right) X_{2}+4 B^{2}+45 B+174 . \tag{47}
\end{gather*}
$$

In the following, we show that $v_{2}<0$ when $\bar{v}_{1}=0$. To achieve this, first we solve $\bar{v}_{1}=0$ for $B$ to obtain

$$
B_{ \pm}=\frac{1}{4 X_{2}^{3}}\left[-\left(1+6 X_{2}^{2}\right) \pm \sqrt{\left(1+6 X_{2}^{2}\right)^{2}-48 X_{2}^{3}}\right]
$$

It can be shown that $B_{-}$is not a solution satisfying $B \in(-6,-4)$, and $B_{+}$is a solution. We can rewrite $B_{+}$as

$$
B_{+}=\frac{1}{4 X_{2}^{3}}\left\{-\left(1+6 X_{2}^{2}\right)+\sqrt{4 X_{2}^{4}+\left(1-2 X_{2}\right)\left[1+2 X_{2}+16 X_{2}^{2}\left(1-X_{2}\right)\right]}\right\}
$$

indicating that the term in the square root is positive for $X_{2} \in\left(0, \frac{1}{2}\right)$. Now substituting $B_{+}$into $v_{2}$ we obtain

$$
\begin{aligned}
v_{2}= & -\frac{1}{768 X_{2}^{10}\left(1-2 X_{2}\right)\left(2+B X_{2}\right)^{3}}\left\{\left[48 X_{2}^{6}+\left(1-2 X_{2}\right)\left(1+52 X_{2}^{4}+4 X_{2}^{2}\left(4-3 X_{2}\right)\right)\right]\right. \\
& \times \sqrt{4 X_{2}^{4}+\left(1-2 X_{2}\right)\left[1+2 X_{2}+16 X_{2}^{2}\left(1-X_{2}\right)\right]}-\left[96 X_{2}^{8}+\left(1-2 X_{2}\right)\left(1+16 X_{2}^{5}+312 X_{2}^{6}\right.\right. \\
& \left.\left.\left.+2 X_{2}^{2}\left(1-2 X_{2}\right)\left(24 X_{2}^{4}+82 X_{2}^{2}+4 X_{2}+11\right)\right)\right]\right\} .
\end{aligned}
$$

Proving $v_{2}<0$ is equivalent to proving that the term in the script bracket of $v_{2}$ is positive. It is easy to see that the two terms in the two square brackets are positive, thus it suffices to prove that

$$
\begin{aligned}
{\left[48 X_{2}^{6}\right.} & \left.+\left(1-2 X_{2}\right)\left(1+52 X_{2}^{4}+4 X_{2}^{2}\left(4-3 X_{2}\right)\right)\right]^{2}\left\{4 X_{2}^{4}+\left(1-2 X_{2}\right)\left[1+2 X_{2}+16 X_{2}^{2}\left(1-X_{2}\right)\right]\right\} \\
& -\left\{96 X_{2}^{8}+\left(1-2 X_{2}\right)\left[1+16 X_{2}^{5}+312 X_{2}^{6}+2 X_{2}^{2}\left(1-2 X_{2}\right)\left(24 X_{2}^{4}+82 X_{2}^{2}+4 X_{2}+11\right)\right]\right\}^{2} \\
= & 768 X_{2}^{7}\left(1+2 X_{2}+12 X_{2}^{2}\right)\left(1-X_{2}\right)^{2}\left(1-2 X_{2}\right)^{3}>0
\end{aligned}
$$

which is true for $X_{2} \in\left(0, \frac{1}{2}\right)$ provided that the conditions in (45) and $v_{1}=0$ hold.

The above result shows that for any parameter values satisfying (45), the outer of the two bifurcating limit cycles is always stable while the inner one is unstable, and both limit cycles enclose the stable focus $\mathrm{E}_{2}^{+}$.
Remark 3.2. It is seen from (45) that this generalized Hopf bifurcation belongs to the case $B \in$ $(-2 \sqrt{A},-2)(A>1)$, see Fig. 2(d). Moreover, it follows from the proof for Case (ii) of Theorem 5 that this case corresponds to single Hopf bifurcation because

$$
\begin{aligned}
A-4 & =\frac{B^{2}}{B+6}-4 \\
& =\frac{B^{2}-4 B-24}{B+6} \\
& =\frac{(B+6)^{2}-16(B+4)+4}{B+6}>0 .
\end{aligned}
$$

Further, the proof for Case (ii) of Theorem 5 tells us that the Hopf critical point $C_{H}$ can occur in the interval $\left(C^{*}, C_{t}\right)$ if $4<A<A_{H}$, which generates more complex dynamical behaviors such as tristable phenomenon. The following calculation shows that

$$
\begin{aligned}
& A-A_{H}= \frac{B^{2}}{B+6}-B(B+1)-\frac{B+1}{B+3} \\
&=- \frac{B+2}{(B+3)(B+6)}\left(B^{3}+7 B^{2}+11 B+3\right) \\
& \Rightarrow A<A_{H} \Leftrightarrow B^{3}+7 B^{2}+11 B+3>0 \\
& \forall B \in(-6,-4) .
\end{aligned}
$$

It is not difficult to verify that

$$
\begin{aligned}
& B^{3}+7 B^{2}+11 B \\
& \quad+3 \begin{cases}>0 & \text { for } B \in(-4.8661,-4), \\
<0 & \text { for } B \in(-6,-4.8661) .\end{cases}
\end{aligned}
$$

Therefore, if $B \in(-6,-4.8661)$, then $C_{H}>C_{t}$, and stable equilibria $\mathrm{E}_{1}$ and $\mathrm{E}_{2}^{+}$coexist for $C \in\left(C^{*}, C_{t}\right)$; while stable equilibrium $\mathrm{E}_{2}^{+}$and stable limit cycle coexist near $C_{H}$, and an unstable limit cycle exists between $\mathrm{E}_{2}^{+}$and the stable limit cycle. When $B \in$ $(-4.8661,-4), C_{H} \in\left(C^{*}, C_{t}\right)$, and stable equilibria $\mathrm{E}_{1}$ and $\mathrm{E}_{2}^{+}$coexist for $C \in\left(C_{H}, C_{t}\right)$; while the two stable equilibria and two limit cycles coexist for $C \in\left(C^{*}, C_{H}\right)$, yielding tristable phenomenon, that is, two stable equilibria and one stable limit cycle coexist with an unstable limit cycle between $\mathrm{E}_{2}^{+}$and the stable limit cycle.

To end this subsection, we present two numerical examples to illustrate the result of Theorem 7. We choose $B=-5$ and $B=-4.5$ for the two examples. First, consider $B=-5$ for which we have $A=25$. Then solving $v_{1}=0$ we obtain $X_{2}=0.233650 \ldots$, for which $v_{1}=0$ and $v_{2}=$ $-22.342154 \ldots<0$, as expected. For these parameter values, $C_{H}=21.918007 \ldots D$, where $D$ is free to choose, which can be used to adjust the parameter values. This indeed shows that $C_{H}>C_{t}=$ $(A+B+1) D=21 D$. We choose $D=0.05$ and so $C_{H} \approx 1.0959$. Then, we give perturbations to $A$ and $B$ as $B=-5-0.01$ and $A=\frac{B^{2}}{B+6}-0.37245$, for which $v_{0} \mu \approx-0.600273 \times 10^{-6}, v_{1}=0.012983$ and $v_{2} \approx-32.852477$. Thus, the truncated normal form equation,

$$
\begin{aligned}
\dot{r}= & r\left(v_{0} \mu+v_{1} r^{2}+v_{2} r^{4}\right) \\
= & r\left(-0.600273 \times 10^{-6}+0.012983 r^{2}\right. \\
& \left.-32.852477 r^{4}\right),
\end{aligned}
$$

gives the approximate solutions for the amplitudes of the two limit cycles: $r_{1} \approx 0.0073$ and $r_{2} \approx 0.0185$.

Next, for $B=-\frac{9}{2}$, we have $A=\frac{27}{2}$, and then solve $v_{1}=0$ to obtain $X_{2}=\frac{1}{3}$, for which $v_{1}=0$ and $v_{2}=-\frac{243}{16}$. In addition, we have $C_{H}=9 D \in\left(C^{*}, C_{t}\right)=\left(\frac{135}{16} D, 10 D\right)$. Again we choose $D=\frac{1}{20}$, and so $C_{H}=\frac{9}{20}, C^{*}=\frac{27}{64}$ and $C_{t}=\frac{1}{2}$. Further, we give perturbations to $A$ and $B$ as $B=-\frac{9}{2}-\frac{1}{100}$ and $A=\frac{B^{2}}{B+6}-0.18112$, and then obtain $v_{0} \mu \approx-0.855083 \times 10^{-6}, v_{1} \approx 0.022634$ and $v_{2} \approx-26.766197$. Thus, we have the truncated normal form equation,

$$
\begin{aligned}
\dot{r}= & r\left(-0.855083 \times 10^{-6}\right. \\
& \left.+0.022634 r^{2}-26.766197 r^{4}\right)
\end{aligned}
$$

which yields the approximations for the amplitudes of the two limit cycles: $r_{1} \approx 0.0063$ and $r_{2} \approx 0.0284$.

Simulation for the second example to yield the tristable phenomenon is given in the next section.

## 4. Simulations

In this section, we present simulations to demonstrate the dynamics and bifurcations predicted using the analytical method in the previous sections. We show the simulations for $\mathrm{A}_{\mathrm{i}}$ without limit cycles, and for $\mathrm{A}_{\mathrm{iii}}$ with one limit cycle and two limit cycles. All the simulation results are obtained by


Fig. 4. Simulated phase portrait for system $\mathrm{A}_{\mathrm{i}}$ with $D=1$ showing (a) convergence to the equilibrium $\mathrm{E}_{1}:(1,0)$ for $C=0.5$ and (b) convergence to the equilibrium $\mathrm{E}_{2}:(0.5,0.5)$ for $C=2$.
using a fourth-order Runge-Kutta numerical integration method on a PC machine.

## 4.1. $\mathbf{A}_{\mathbf{i}}-$ No limit cycle

For this system, we have shown that the equilibrium $\mathrm{E}_{0}:(0,0)$ is a saddle point, the equilibrium $\mathrm{E}_{1}:(1,0)$ is a node, globally asymptotically stable for $C \leq D$, and the positive equilibrium $\mathrm{E}_{2}$ exists and is globally asymptotically stable for $C>D$. We take $D=1$. The simulation for $C=0.5$ is depicted in Fig. 4(a), showing that all trajectories converge to $\mathrm{E}_{1}$; and the simulation for $C=2$, as shown in Fig. 4(b), indeed demonstrates that all
trajectories converge to $\mathrm{E}_{2}:(0.5,0.5)$. No Hopf bifurcation occurs, nor can any types of periodic motions exist.

## 4.2. $\quad \mathrm{A}_{\mathrm{iii}}$ - One limit cycle

For system $\mathrm{A}_{\mathrm{iii}}$, it has been shown that when $X_{2} \in(0,1)$ (implying that $C>C_{t}=(A+B+1) D$ ) and $B>\max \{-2 \sqrt{A},-2\}$, $\operatorname{det}\left(J_{2}\right)>0$. Thus, in this case the stability of $\mathrm{E}_{2}$ is determined by $\operatorname{Tr}\left(J_{2}\right)$. We first consider $B \geq 0$, and, for example, take $A=B=D=1$. It follows from the proof for Case (i) of Theorem 6 that $\mathrm{E}_{2}$ is always stable. In fact, when $A=B=D=1$, we have

$$
\operatorname{Tr}\left(J_{2}\right)=-\frac{2\left[2 C^{3}(C-3)+2 C(9 C-5)+\left(C^{3}-C^{2}+5 C-3\right)(\sqrt{4 C-3}-1)\right]}{C(C-1)(2 C-1+\sqrt{4 C-3})^{2}}<0
$$

for $C>C_{t}=3$.
In order to have Hopf bifurcation from $\mathrm{E}_{2}^{+}$, we choose $D=1, A=36>27, B=3<$ $B_{H} \approx 3.2918$, which yields two critical Hopf bifurcation points: $C_{H_{1}}=54$ and $C_{H_{2}}=60$. Therefore, the equilibrium $\mathrm{E}_{1}$ is globally asymptotically stable for $0<C<C_{t}=40$, while the equilibrium $\mathrm{E}_{2}^{+}$exists for $C>40$ and is asymptotically stable for $C \in(40,54) \cup(60, \infty)$, but unstable for $54<C<60$. The simulations for $C=30,48,70$ and 57 are shown in Figs. 5(a)-5(d), respectively. It is seen from these figures that simulations agree with the analytical predictions: all trajectories converge to the stable node $\mathrm{E}_{1}:(1,0)$ when $C=30$; and converge to the stable node $\mathrm{E}_{2}^{+}$when $C=48$ and 70 ; but converge to a stable limit cycle enclosing
the equilibrium $\mathrm{E}_{2}^{+}$when $C=57$. In fact, for any values of $C \in(54,60)$, the system exhibits a stable limit cycle due to Hopf bifurcation, agreeing with Theorem 6.

Next, we consider the case for $-2 \sqrt{A}<B \leq$ $-2,(A>1)$. In order to illustrate the results of Theorem 6, we fix $D=1$ and give a number of numerical examples with different values of $A, B$ and $C$ to show different types of bifurcations and stability. The results are listed in Table 2. We choose $B=-3.5, A=15$ (see the sixth column in Table 2, and take six values of $C: 10,12,12.35,12.5,14$ and 16, satisfying $10<C^{*}<12<C_{H_{1}}<12.35<$ $C_{t}=12.5<C_{H_{2}}<14<16$, to simulate the system $\mathrm{A}_{\mathrm{iii}}$, yielding the phase portraits as depicted in


Fig. 5. Simulated phase portraits for system $\mathrm{A}_{\mathrm{iii}}$ with $A=36, B=3, D=1$, showing the convergence of the trajectories: (a) to $\mathrm{E}_{1}:(1,0)$ when $C=30$, (b) to $\mathrm{E}_{2}^{+}:\left(\frac{1}{24}(3+\sqrt{57}), \frac{1}{2}(1+3 \sqrt{57})\right)$ when $C=48$, (c) to a stable limit cycle when $C=57$ and (d) to $\mathrm{E}_{2}^{+}:\left(\frac{1}{68}(3+\sqrt{145}), \frac{35}{1156}(25+31 \sqrt{145})\right)$ when $C=70$.

Figs. 6(a)-6(f), respectively. As predicted by the analytical results, we can see from these figures that all trajectories converge to the equilibrium $\mathrm{E}_{1}$ when $C=10$ [see Fig. 6(a)]; trajectories converge to either the equilibrium $\mathrm{E}_{1}$ or the equilibrium $\mathrm{E}_{2}^{+}$depending on the initial conditions when $C=12$ [see Fig. 6(b)]; trajectories converge either to the equilibrium $\mathrm{E}_{1}$ or to a stable limit cycle enclosing $\mathrm{E}_{2}^{+}$depending on the initial conditions for $C=12.35$ [see Fig. 6(c)]; converge to a stable limit cycle for $C=12.5$ [see Fig. 6(d)]; and converge to the equilibrium $\mathrm{E}_{2}^{+}$when $C=14,16$ [see Figs. 6(e) and $6(\mathrm{f})]$. Note that $C=12.5=C_{t}$ is a critical case for which the two equilibria $\mathrm{E}_{1}$ and $\mathrm{E}_{2}^{-}$coincide, yielding a degenerate saddle point.

## 4.3. $\mathrm{A}_{\mathrm{iii}}$ - Two limit cycles

Finally, we give a simulation on the bifurcation of two limit cycles in system $\mathrm{A}_{\mathrm{iii}}$. We take the
perturbed parameter values for the second numerical example considered in Sec. 3.3.3,

$$
\begin{array}{cl}
A=13.4699538255, & B=-4.51  \tag{48}\\
C=0.4469976913, & D=0.05
\end{array}
$$

The simulation is given in Fig. 7, where two limit cycles are clearly shown in a zoomed region, see Fig. 7(b). The small unstable limit cycle is obtained by using the backward time steps (i.e. taking negative time steps so that the unstable limit cycle becomes "stable" in simulation). It can be seen from Fig. 7 that the amplitudes of the two simulated limit cycles are in a good agreement with the analytical predictions obtained in the previous section: $r_{1} \approx 0.0063$ and $r_{2}=0.0284$.

This example shows an interesting tristable phenomenon, that is, depending upon initial conditions, solution trajectories may converge to the stable equilibrium $\mathrm{E}_{1}:(1,0)$, or to the stable equilibrium $\mathrm{E}_{2}^{+}:(0.333333,1.986656)$, or to the stable

Table 2. Different types of bifurcations and stability for system $\mathrm{A}_{\mathrm{iii}}$.

| B | -3.5 | -5 | -5 | -3.5 | -3.5 | -3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 12.5 | 20 | 35 | 13.6 | 15 | 20 |
| $C^{*}$ | 9.43755 | 13.75 | 28.75 | 10.5375 | 11.9375 | 17.75 |
| $C_{t}$ | 10 | 16 | 31 | 11.1 | 12.5 | 18 |
| $\operatorname{Tr}\left(J_{2}\left(C^{*}\right)\right)$ | $-\frac{1}{7}$ | $\frac{1}{5}$ | $\frac{1}{5}$ | -0.1429 | $-\frac{1}{7}$ | $-\frac{1}{3}$ |
| $\operatorname{Tr}\left(J_{2}\left(C_{t}\right)\right)$ | $-\frac{1}{40}$ | $-\frac{1}{8}$ | $\frac{11}{62}$ | -0.0027 | $-\frac{1}{50}$ | $-\frac{1}{18}$ |
| Hopf | 0 | 1 | 1 | 2 | 2 | 2 |
| $C_{H}$ or $\left(C_{H_{1}}, C_{H_{2}}\right)$ | - | 15.4581 | 35.6931 | $\begin{aligned} & 10.8837 \\ & 11.0084 \end{aligned}$ | $\begin{aligned} & 12.1286 \\ & 12.9739 \end{aligned}$ | $\begin{aligned} & 18.2480 \\ & 20.9762 \end{aligned}$ |
| 1st focus value | - | 0.2391 | -0.2372 | $\begin{aligned} & -1.9810 \\ & -2.3103 \end{aligned}$ | $\begin{aligned} & -1.5502 \\ & -3.6096 \end{aligned}$ | $\begin{aligned} & -1.7746 \\ & -4.5169 \end{aligned}$ |
| Bistable vs. $C$ | $\begin{gathered} \mathrm{E}_{1}, \mathrm{E}_{2}^{+} \\ \left(C^{*}, C_{t}\right) \end{gathered}$ | $\begin{gathered} \mathrm{E}_{1}, \mathrm{E}_{2}^{+} \\ \left(C_{H}, C_{t}\right) \end{gathered}$ | $\begin{gathered} \mathrm{E}_{1}, \mathrm{LC} \\ \left(C^{*}, C_{t}\right) \end{gathered}$ | $\begin{gathered} \mathrm{E}_{1}, \mathrm{E}_{2}^{+} \\ \left(C^{*}, C_{H_{1}}\right) \cup\left(C_{H_{2}}, C_{t}\right) \\ \mathrm{E}_{1}, \mathrm{LC} \\ \left(C_{H_{1}}, C_{H_{2}}\right) \end{gathered}$ | $\begin{gathered} \mathrm{E}_{1}, \mathrm{E}_{2}^{+} \\ \left(C^{*}, C_{H_{1}}\right) \\ \mathrm{E}_{1}, \mathrm{LC} \\ \left(C_{H_{1}}, C_{t}\right) \end{gathered}$ | $\begin{gathered} \mathrm{E}_{1}, \mathrm{E}_{2}^{+} \\ \left(C^{*}, C_{t}\right) \end{gathered}$ |


(a)

(b)

Fig. 6. Simulated phase portraits for system $\mathrm{A}_{\mathrm{iii}}$ with $A=15, B=-3.5, D=1$, showing the convergence of the trajectories to (a) $\mathrm{E}_{1}:(1,0)$ when $C=10$, (b) either $\mathrm{E}_{1}:(1,0)$ or $\mathrm{E}_{2}^{+}:(0.5,3)$ when $C=12$, (c) either $\mathrm{E}_{1}:(1,0)$ or a stable limit cycle when $C=12.35$, (d) a stable limit cycle when $C=12.5$, (e) $\mathrm{E}_{2}^{+}$when $C=14$ and (f) $\mathrm{E}_{2}^{+}$when $C=16$.


Fig. 6. (Continued)


Fig. 7. Simulated phase portraits for system $\mathrm{A}_{\mathrm{iii}}$ with $A=13.4699538255, B=-4.51, C=0.4469976913, D=0.05$ showing (a) tristable phenomenon, with trajectories converging to the stable equilibria $\mathrm{E}_{1}:(1,0)$ and $\mathrm{E}_{2}^{+}:(0.333333,1.986656)$, and to the stable limit cycle and (b) zoomed region to show the two limit cycles with outer stable and inner unstable equilibria.
limit cycle. The stable and unstable manifolds from the saddle $\mathrm{E}_{2}^{-}$separate the trapping areas for the stable equilibrium $\mathrm{E}_{1}$ and the stable limit cycle [the part outside the stable limit cycle, see Fig. 7(a)]; while the unstable limit cycle separates the trapping areas for the stable equilibrium $\mathrm{E}_{1}$ and the stable limit cycle [the part inside the stable limit cycle, see Fig. 7(b)]. This indeed demonstrates a very complex dynamical behavior in predator-prey systems due to Hopf bifurcation, which may describe more realistic situations in these models.

## 5. Conclusion

In this paper, we have studied in detail five predator-prey systems with various Holling type functional responses. We have shown that under parameter variations, these systems can exhibit different bifurcations of limit cycles and complex dynamics. In particular, bistable and tristable phenomena can occur, leading to the coexistence of stable equilibria and stable limit cycles. This indicates that some complex dynamical behavior in biological systems may be generated by bifurcation of limit cycles. The dynamical study of systems (8)(11) will be presented in forthcoming papers, showing bifurcation of even four limit cycles around a Hopf critical point. This will indeed demonstrate that predator-prey models can have very complex dynamical behaviors.
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