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#### Abstract

In this paper, an existing method is modified for computing the focal values and period constants of switching systems associated with elementary singular points. In particular, a quadratic switching system is considered to illustrate the computational efficiency of this method. Further, with this method, a cubic switching system is constructed to show existence of 15 limit cycles, which is the best result so far obtained for cubic switching systems.
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## 1. Introduction

As one of the most important bifurcation phenomena, Hopf bifurcation plays an important role in the study of nonlinear dynamical systems. Many results on Hopf bifurcation for continuous systems have been obtained, especially for planar differential systems, see for example [1-3]. As far as the maximal number of small-amplitude limit cycles, bifurcating from an elementary center or focus, is concerned, the best known result is $M(2)=3$, obtained by Bautin in 1952 [4]. Here, $M(n)$ denotes the maximal number of small-amplitude limit cycles around a singular point with $n$ being the degree of polynomials in the vector field. For $n=3$, a number of results have been obtained. Around an elemental focus, James and Lloyd [5] considered a special class of cubic systems to obtain 8 limit cycles in 1991, and the systems were reinvestigated couple of years later by Ning et al. [6] to find another solution of 8 limit cycles. Yu and Corless [7] constructed a cubic system and combined symbolic and numerical computations to show 9 limit cycles in 2009, which was confirmed by purely symbolic computation with all real solutions obtained in 2013 [8]. Another cubic system was also recently constructed by Lloyd and Pearson [9] to show 9 limit cycles with purely symbolic computation. Recently, Yu and Tian [10] have shown that there can exist 12 limit cycles around an elementary center in a planar cubic-degree polynomial system. This is the best result obtained so far for cubic polynomial systems with all limit cycles around a single singular point. For $n \geq 4$, there are very few results, for example, Huang gave an example of a quartic system with 8 limit cycles bifurcating from a fine focus [11].

[^0]However, in modeling practical physical and engineering problems, there exist many problems which involve discontinuous or non-smooth functions, see for instance [12] and [13], and the references therein. Such examples include relay feedback systems in control theory [14,15], switching circuits in power electronics [16], impact and dry frictions in mechanical engineering [17,18], etc. In recent years, study of switching systems associated with Hopf bifurcation has attracted many researchers. Leine and Nijmeijer [19], and Zou et al. [20] considered non-smooth Hopf bifurcation. Freire et al. [21] discussed the focus-center limit cycle bifurcation in a symmetric three-dimensional, piecewise linear system. For homoclinic bifurcation, the Melnikov function method has been extended to study non-smooth systems [22,23]. General effective methods have also been developed to investigate non-smooth systems. For example, normal form computation for impact oscillators was given in [24], and a general methodology for reducing multidimensional flows to low dimensional maps in piecewise nonlinear oscillators was proposed in [25]. Due to complexity in non-smooth systems, such systems can exhibit not only all types of bifurcations that occur in smooth systems, but also complicated nonstandard bifurcation phenomena that are unique in non-smooth ones, such as grazing [26,27], sliding effects [17], border collision [28], etc. There are many articles in the literature, devoted to study various nonstandard bifurcations for non-smooth systems; see, for example, [17,18,26-29] and the references therein.

Recently, Chen and Du constructed a quadratic switching system to obtain 9 limit cycles [30]. Llibre et al. studied the maximum number of limit cycles that bifurcate from the periodic orbits of isochronous centers in switching cubic polynomial differential systems [31] and in switching quadratic polynomial differential systems [32]. These examples show that there exist more limit cycles in switching systems than in continuous systems, and the dynamics of these systems are more complex.

In this paper, the switching planar system, described by the following ordinary differential equations:

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=-y+F^{+}(x, y),  \tag{1.1}\\
\frac{d y}{d t}=x+G^{+}(x, y),
\end{array} \quad(y>0), \quad\left\{\begin{array}{l}
\frac{d x}{d t}=-y+F^{-}(x, y), \\
\frac{d y}{d t}=x+G^{-}(x, y),
\end{array} \quad(y<0)\right.\right.
$$

will be used to investigate bifurcation of limit cycles. In particular, a method for computing the Lyapunov constants of system (1.1) is present in Section 2, and then an approach for computing the period constants of system (1.1) is given in Section 3. Then, in Section 4 a quadratic switching system, as an example, is given to illustrate the computation efficiency of our methods; and further in the same section we construct a cubic switching system to show that system (1.1) can exhibit at least 15 limit cycles, which is a new best result for such systems. Finally, conclusion is drawn in Section 5.

## 2. Computation of Lyapunov constants of system (1.1)

In this section, we present a method for computing the Lyapunov constants of the switching system (1.1). First, we introduce some basic formulas of computing Lyapunov constants and period constants. The classical method to solve center problems is based on computing Lyapunov constants, with the procedure described as follows.

The general differential system,

$$
\begin{align*}
& \frac{d x}{d t}=\delta x-y+\sum_{k=2}^{n} X_{k}(x, y) \equiv X(x, y) \\
& \frac{d y}{d t}=x+\delta y+\sum_{k=2}^{n} Y_{k}(x, y) \equiv Y(x, y) \tag{2.1}
\end{align*}
$$

under the polar coordinates transformation,

$$
\begin{equation*}
x=r \cos \theta, \quad y=r \sin \theta \tag{2.2}
\end{equation*}
$$

can be rewritten as

$$
\begin{align*}
\frac{d r}{d t} & =r\left(\delta+\sum_{k=2}^{n} \varphi_{k+2}(\theta) r^{k}\right)  \tag{2.3}\\
\frac{d \theta}{d t} & =1+\sum_{k=2}^{n} \psi_{k+2}(\theta) r^{k}
\end{align*}
$$

where $\varphi_{k}(\theta), \psi_{k}(\theta)$ are polynomials of $\cos \theta$ and $\sin \theta$, given by

$$
\begin{aligned}
& \varphi_{k}(\theta)=\cos \theta X_{k-1}(\cos \theta, \sin \theta)+\sin \theta Y_{k-1}(\cos \theta, \sin \theta) \\
& \psi_{k}(\theta)=\cos \theta Y_{k-1}(\cos \theta, \sin \theta)-\sin \theta X_{k-1}(\cos \theta, \sin \theta)
\end{aligned}
$$

From Eq. (2.3) we have

$$
\begin{equation*}
\frac{d r}{d \theta}=\frac{r\left(\delta+\sum_{k=2}^{n} \varphi_{k+2}(\theta) r^{k}\right)}{1+\sum_{k=2}^{n} \psi_{k+2}(\theta) r^{k}} \tag{2.4}
\end{equation*}
$$

whose expansion around $r=0$ can be expressed in the form of

$$
\begin{equation*}
\frac{d r}{d \theta}=r \sum_{k=1}^{\infty} R_{k}(\theta) r^{k} \tag{2.5}
\end{equation*}
$$



Fig. 1. The successive function $\Delta(h)$.

By the method of small parameters of Poincaré, the general solution of (2.5) can be obtained as

$$
r=\tilde{r}(\theta, h)=\sum_{k=1}^{\infty} v_{k}(\theta) h^{k}
$$

where $v_{1}(0)=1, v_{k}(0)=0, \forall k \geq 2$. Now, substituting the above solution $r=\tilde{r}(\theta, h)$ into (2.5) yields

$$
\begin{align*}
v_{1}^{\prime}(\theta) & =R_{0}(\theta) v_{1}(\theta) \\
v_{2}^{\prime}(\theta) & =R_{0}(\theta) v_{2}(\theta)+R_{1}(\theta) v_{1}^{2}(\theta) \\
& \vdots  \tag{2.6}\\
v_{m}^{\prime}(\theta) & =R_{0}(\theta) \Omega_{1, m}(\theta)+R_{1}(\theta) \Omega_{2, m}(\theta)+\cdots+R_{m-1}(\theta) \Omega_{m, m}(\theta)
\end{align*}
$$

Thus, we may solve $v_{k}(\theta)$ one by one, yielding

$$
\begin{align*}
v_{1}(\theta) & =e^{\oint_{0}^{\vartheta} R_{0}(\varphi) d \varphi} \\
v_{2}(\theta) & =2 v_{1}(\theta) \oint_{0}^{\vartheta} R_{1}(\varphi) v_{1}(\varphi) d \varphi \\
& \vdots  \tag{2.7}\\
v_{m}(\theta) & =v_{1}(\theta) \oint_{0}^{\vartheta} \frac{R_{1}(\varphi) \Omega_{2, m}(\varphi)+\cdots+R_{m-1}(\varphi) \Omega_{m, m}(\varphi)}{v_{1}(\varphi)} d \varphi .
\end{align*}
$$

Furthermore, we define the successive function as

$$
\begin{equation*}
\Delta(h)=\tilde{r}(2 \pi, h)-h, \tag{2.8}
\end{equation*}
$$

as shown in Fig. 1, which in turn gives the condition to define a center, as

$$
\begin{equation*}
r(2 \pi, h)=h \tag{2.9}
\end{equation*}
$$

Many classical methods have been developed for computing the successive function of continuous systems, see, for example [33].

From the second equation of (2.3), we can also obtain

$$
\begin{equation*}
t=T(\theta, h)=\int_{0}^{\theta} \frac{d \varphi}{1+\sum_{k=2}^{n} \psi_{k+2}(\varphi) r^{k}(\varphi, h)} \tag{2.10}
\end{equation*}
$$

which shows that the condition, corresponding to an isochronous center, is given by

$$
\begin{equation*}
r(2 \pi, h)=h, \quad T(2 \pi, h)=2 \pi \tag{2.11}
\end{equation*}
$$

However, unfortunately, the classical methods and formulas cannot be directly applied to a switching system due to discontinuity. We need to develop new methods to overcome this difficulty.

Note that the polar coordinates expression for (1.1) can be written as

$$
\begin{array}{ll}
\left(R^{+}(r, \theta), 1+\Theta^{+}(r, \theta)\right), & \theta \in[0, \pi] \\
\left(R^{-}(r, \theta), 1+\Theta^{-}(r, \theta)\right), & \theta \in[\pi, 2 \pi] \tag{2.12}
\end{array}
$$

Also note that although a return map cannot be simply defined for (1.1) like that for continuous systems, we may follow the approach presented in [34] to define half-return maps, but the method of computing of the return map based on a suitable decomposition of certain one-forms associated with the expression of the system in polar coordinates in [34] is difficult to understand and complex. So we modified the method to compute the return map near the singular point.

By Lemma 2.1 in [34], we may equivalently compute the positive half-return map for

$$
\begin{align*}
& \frac{d x}{d t}=-y+F^{+}(x, y) \equiv X^{+}(x, y) \\
& \frac{d y}{d t}=x+G^{+}(x, y) \equiv Y^{+}(x, y) \tag{2.13}
\end{align*}
$$



Fig. 2. Positive half-return maps.


Fig. 3. Lower half plane changed to upper half plane.


Fig. 4. Vector fields of system (2.13) and (2.14).
and that for

$$
\begin{align*}
& \frac{d x}{d t}=-y-F^{-}(x,-y) \equiv X^{-}(x, y), \quad(y>0) . \\
& \frac{d y}{d t}=x+G^{-}(x,-y) \equiv Y^{-}(x, y)
\end{align*}
$$

The idea to obtain the above system (2.14) is illustrated in Figs. 2 and 3. We first redefine the positive half-return maps for the upper and lower half planes, defined by (1.1), as shown in Fig. 2. Then, we introduce the transformation $y \rightarrow-y$ to change the lower half phase into upper phase, as shown in Fig. 3.

Further, with a time reversing $t \rightarrow-t$, the computation of the half-return map of the lower plane in (1.1) is equivalent to the computation of the positive half-return map of (2.14), as depicted in Fig. 4.

The above discussion indicates that we only need to compute the positive half-return maps for the systems (2.13) and (2.14).
Suppose

$$
r_{1}=\tilde{r_{1}}(\theta, h)=\sum_{k=1}^{\infty} u_{k}(\theta) h^{k}
$$

and

$$
r_{2}=\tilde{r_{2}}(\theta, h)=\sum_{k=1}^{\infty} v_{k}(\theta) h^{k}
$$

are the solutions of system (2.13) and (2.14), respectively, satisfying $u_{1}(0)=v_{1}(0)=1, u_{k}(0)=v_{k}(0)=0, \forall k \geq 2$. We can then define the following successive functions:

$$
\Delta_{1}(h)=\tilde{r_{1}}(\pi, h)-h
$$

and

$$
\Delta_{2}(h)=\tilde{r_{2}}(\pi, h)-h
$$

for systems (2.13) and (2.14), respectively. Then, the successive function for the switching system (1.1) can be defined as

$$
\begin{equation*}
\Delta(h)=\Delta_{1}(h)-\Delta_{2}(h)=\tilde{r_{1}}(\pi, h)-\tilde{r_{2}}(\pi, h) . \tag{2.15}
\end{equation*}
$$

Definition 2.1. Define

$$
\begin{equation*}
\Delta(h)=\sum_{k=1}^{n}\left(u_{k}(\pi)-v_{k}(\pi)\right) h^{k}=\sum_{k=1}^{n} V_{k} h^{k} \tag{2.16}
\end{equation*}
$$

where $V_{k}$ is called the $k$ th-order focal value of the switching system (1.1).
Obviously, the symmetry principle for continuous systems cannot be used to prove the center conditions of switching systems. We need to redefine symmetry of switching systems in order to derive the center conditions for switching systems.

Definition 2.2. If the functions on the right-hand side of systems (1.1) satisfy the following conditions:

$$
\begin{array}{ll}
F^{+}(x, y)=F^{+}(-x, y), & G^{+}(x, y)=-G^{+}(-x, y), \\
F^{-}(x, y)=F^{-}(-x, y), & G^{-}(x, y)=-G^{-}(-x, y),
\end{array}
$$

then system (1.1) is said to be symmetric with the $y$-axis. If the functions on the right-hand side of systems (1.1) satisfy

$$
F^{+}(x, y)=-F^{-}(x,-y), \quad G^{+}(x, y)=G^{-}(x,-y)
$$

then system (1.1) is said to be symmetric with the $x$-axis.
With the above definitions, we have the following result.
Theorem 2.1. If system (1.1) is symmetric with the $x$-axis or the $y$-axis, then the origin of system (1.1) is a center.
Proof. When system (1.1) is symmetric with the $y$-axis, we have

$$
\begin{array}{ll}
F^{+}(x, y)=F^{+}(-x, y), & G^{+}(x, y)=G^{+}(-x, y) \\
F^{-}(x, y)=F^{-}(-x, y), & G^{-}(x, y)=G^{-}(-x, y)
\end{array}
$$

Because the upper half plane and lower half plane are symmetry, the origins are the centers of the upper half plane and lower half plane, then the origin of system (1.1) is a center because of its symmetry.

When (1.1) is symmetric with the $x$-axis, namely,

$$
F^{+}(x, y)=-F^{-}(x,-y), \quad G^{+}(x, y)=G^{-}(x,-y)
$$

we may use the transformation, $y \rightarrow-y, \quad t \rightarrow-t$, to transfer system (2.14) into (2.13). So the origin of (1.1) is a center.
To end this section, we present an example to demonstrate that the origin of the switching system is not a center even if both the upper half plane and lower half plane have analytic first integrals.

Example 2.1. Consider the following system:

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=-y,  \tag{2.17}\\
\frac{d y}{d t}=x+3 x^{2}+2 x^{3},
\end{array} \quad(y>0), \quad\left\{\begin{array}{l}
\frac{d x}{d t}=-y \\
\frac{d y}{d t}=x
\end{array} \quad(y<0)\right.\right.
$$

Obviously, the upper half plane has a first integral,

$$
H(x, y)=x^{2}+y^{2}+2 x^{3}+x^{4}
$$

and the lower half plane has a first integral,

$$
H(x, y)=x^{2}+y^{2}
$$

However, the origin of system (2.12) is not a center, as illustrated in Fig. 5.
This example implies the following result.
Theorem 2.2. If the upper half plane and lower half plane of system (1.1) have analytic first integrals, $H_{1}(x, y)$ and $H_{2}(x, y)$, respectively, then the origin of system (1.1) is a center if and only if $H_{1}(x, y)$ and $H_{2}(x, y)$ satisfy one of the following conditions:
(1) $H_{1}\left(x_{i}, 0\right)=h$, and $H_{2}\left(x_{1}, 0\right)=H_{2}\left(x_{2}, 0\right)$ for any real values of $h, x_{1}, x_{2}$;
(2) $H_{2}\left(x_{i}, 0\right)=h$, and $H_{1}\left(x_{1}, 0\right)=H_{1}\left(x_{2}, 0\right)$ for any real values of $h, x_{1}, x_{2}$.


Fig. 5. The vector field of system (2.12).


Fig. 6. (a) The phase portrait of the upper half place of (2.18); (b) the phase portrait of the lower half place of (2.18); and (c) the phase portrait of (2.18).

In particular, when $H_{1}(x, 0)\left(H_{2}(x, 0)\right)$ is symmetric with the $y$-axis, the origin of system (1.1) is a center if and only if $H_{2}(x, 0)$ $\left(H_{1}(x, 0)\right)$ is also symmetric with the $y$-axis.

Conversely, the origin of the switching system may be a center even if neither of the upper half plane or the lower half plane has the origin as its center, as illustrated by the following example.

Example 2.2. Consider the following system:

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=3 y^{2},  \tag{2.18}\\
\frac{d y}{d t}=-2 x-4 x^{3},
\end{array} \quad(y>0), \quad\left\{\begin{array}{l}
\frac{d x}{d t}=-3 y^{2} \\
\frac{d y}{d t}=-2 x-4 x^{3},
\end{array} \quad(y<0)\right.\right.
$$

The phase portraits near the origin of the upper half plane and the lower half plane are shown in Fig. 6(a) and (b), respectively, indicating that they are not centers. But the origin of the switching system is a center, as depicted in Fig. 6(c).

## 3. Computation of period constants of system (1.1)

Similarly, the half period functions for system (1.1) can be defined as

$$
\begin{align*}
& T_{1}(\pi, h)=\int_{0}^{\pi} \frac{d \vartheta}{\left.1+\sum_{k=2}^{n} \psi_{k+2}(\vartheta) r_{1}^{k}(\vartheta, h)\right)}  \tag{3.1}\\
& T_{2}(\pi, h)=\int_{0}^{\pi} \frac{d \vartheta}{\left.1+\sum_{k=2}^{n} \psi_{k+2}(\vartheta) r_{2}^{k}(\vartheta, h)\right)}
\end{align*}
$$

Then, the period function for the switching system can be defined as

$$
\begin{equation*}
T=T_{1}(\pi, h)+T_{2}(\pi, h) \tag{3.2}
\end{equation*}
$$

Definition 3.1. The period function of the switching system is defined by

$$
\begin{equation*}
T(h)=T_{1}(\pi, h)+T_{2}(\pi, h)=2 \pi+\sum_{k=1}^{n} T_{k} h^{k} \tag{3.3}
\end{equation*}
$$

where $T_{k}$ is called the $k$ th period constant of the switching system.
The following example illustrates the difference between the period functions of continuous systems and switching systems.
Example 3.1. Consider the switching system,

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=-y\left(1+2 x+4 x^{2}\right),  \tag{3.4}\\
\frac{d y}{d t}=x+x^{2}-y^{2}-4 x y^{2},
\end{array} \quad(y>0), \quad\left\{\begin{array}{l}
\frac{d x}{d t}=-y \\
\frac{d y}{d t}=x
\end{array} \quad(y<0)\right.\right.
$$

It is easy to see that the origin is an isochronous center for both the upper half and lower half planes, but it is not an isochronous center of the switching system.

Based on the results obtained in the previous section and this section, we summarize the main steps in computing the focal values and period constants of the switching system as follows.

1. Introduce the transformation: $y \rightarrow-y, t \rightarrow-t$ into the lower half plane.
2. Use the formulas in (2.7) to solve $u_{k}(\theta), v_{k}(\theta)$.
3. Use the formula (2.15) to compute the successive function $\Delta(h)$ of the switching system.
4. When the origin is a center, use the formula (3.2) to compute the period constants $T$ of the switching system.

Remark 3.1. Especially, if the system for the lower half plane is defined by

$$
\begin{align*}
& \frac{d x}{d t}=-y-F^{-}(x,-y)=-y \\
& \frac{d y}{d t}=x+G^{-}(x,-y)=x \tag{3.5}
\end{align*}
$$

then one only needs to compute $\Delta_{1}(h)$ and $T_{1}(\theta, h)$.

## 4. Applications

In this section, we apply the results obtained in the previous sections to consider two examples. In particular, the second example shows that a simple cubic switching system can have at least 15 limit cycles.

### 4.1. Example 1

The first example has been studied in [34]. We reinvestigate this example here to illustrate the computation efficiency of our methods, by computing the Lyapunov constants and period constants, to find the center conditions and isochronous center conditions of the system. The system equations are given by

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=-y+\left(a_{20} x^{2}+a_{11} x y+a_{02} y^{2}\right),  \tag{4.1}\\
\frac{d y}{d t}=x+\left(b_{20} x^{2}+b_{11} x y+b_{02} y^{2}\right),
\end{array} \quad(y>0), \quad\left\{\begin{array}{l}
\frac{d x}{d t}=-y \\
\frac{d y}{d t}=x
\end{array} \quad(y<0)\right.\right.
$$

4.1.1. Center conditions and bifurcation of limit cycles for (4.1)

First, we consider the center conditions and the number of bifurcating limit cycles. With the aid of symbolic computation, we obtain the following result.

Theorem 4.1. For system (4.1), the first five Lyapunov constants at the origin are given by

$$
\begin{aligned}
& \lambda_{1}=\frac{2}{3}\left(a_{11}+2 b_{02}+b_{20}\right) \\
& \lambda_{2}=\frac{\pi}{16}\left(2 a_{11} a_{20}+a_{11} b_{11}-2 a_{02} b_{20}-4 a_{20} b_{20}-b_{11} b_{20}\right)
\end{aligned}
$$

with two cases:
(I) $b_{20} \neq 0$.

$$
\lambda_{3}=\frac{2}{15}\left(6 a_{11} a_{20}^{2}+3 a_{11} a_{20} b_{11}-a_{11}^{2} b_{20}-9 a_{20}^{2} b_{20}-3 a_{20} b_{11} b_{20}+b_{20}^{3}\right)
$$

which has two sub-cases:
Sub-case (Ia). If $a_{20}\left(a_{11}-b_{20}\right) \neq 0$, we have

$$
\begin{aligned}
& \lambda_{4}=\frac{a_{20} b_{20} \pi}{192\left(a_{11}-b_{20}\right)}\left(5 a_{11}-7 b_{20}\right)\left(3 a_{20}^{2}+2 a_{11} b_{20}-2 b_{20}^{2}\right), \\
& \lambda_{5}=\frac{128 b_{20}^{5}}{21875\left(a_{11}-b_{20}\right)^{2}}\left(3 a_{20}^{2}+2 a_{11} b_{20}-2 b_{20}^{2}\right) .
\end{aligned}
$$

Sub-case (Ib). If $a_{20}=0$, we obtain

$$
\begin{aligned}
& \lambda_{4}=\frac{2}{15} b_{20}\left(-a_{11}+b_{20}\right)\left(a_{11}+b_{20}\right) \\
& \lambda_{5}=-\frac{\pi}{192} b_{11}\left(-a_{11}+b_{20}\right)\left(a_{11}+b_{20}\right)\left(-5 a_{11}+7 b_{20}\right)
\end{aligned}
$$

(II) $b_{20}=0$.

$$
\begin{aligned}
\lambda_{2}= & \frac{\pi}{16} a_{11}\left(2 a_{20}+b_{11}\right), \\
\lambda_{3}= & \frac{2}{45} a_{11}\left(2 a_{20}+b_{11}\right)\left(4 a_{02}+5 a_{20}-2 b_{11}\right), \\
\lambda_{4}= & \frac{\pi}{2304} a_{11}\left(2 a_{20}+b_{11}\right)\left(140 a_{02}^{2}+45 a_{11}^{2}+260 a_{02} a_{20}+176 a_{20}^{2}-50 a_{02} b_{11}-130 a_{20} b_{11}+26 b_{11}^{2}\right), \\
\lambda_{5}= & \frac{2}{14175} a_{11}\left(2 a_{20}+b_{11}\right)\left(1600 a_{02}^{3}+1080 a_{02} a_{11}^{2}+3840 a_{02}^{2} a_{20}+1269 a_{11}^{2} a_{20}+3936 a_{02} a_{20}^{2}+1874 a_{20}^{3}\right. \\
& \left.-240 a_{02}^{2} b_{11}-378 a_{11}^{2} b_{11}-1626 a_{02} a_{20} b_{11}-1968 a_{20}^{2} b_{11}+228 a_{02} b_{11}^{2}+726 a_{20} b_{11}^{2}-92 b_{11}^{3}\right) .
\end{aligned}
$$

Note that in computing the above expressions $\lambda_{k}, k=2, \cdots, 5, \lambda_{1}=\lambda_{2}=\cdots=\lambda_{k-1}=0$ have been used.
The following proposition follows directly from Theorem 4.1.
Proposition 4.1. The first five Lyapunov constants evaluated at the origin of system (4.1) become zero if and only if one of the following conditions is satisfied:

$$
\begin{align*}
& b_{02}=0, \quad a_{02}=-b_{11}, \quad a_{20}=0, \quad a_{11}=-b_{20}  \tag{4.2}\\
& b_{02}=-\frac{1}{2} a_{11}, \quad b_{20}=0, \quad 2 a_{20}+b_{11}=0  \tag{4.3}\\
& b_{02}=-b_{20}, \quad a_{02}=a_{20}=0, \quad a_{11}=b_{20}  \tag{4.4}\\
& 2 a_{11} b_{20}+3 a_{20}^{2}-2 a_{20}^{2}=2 b_{11}+5 a_{20}=0 \\
& a_{02} b_{20}^{2}+a_{20}\left(8 b_{20}^{2}-3 a_{20}^{2}\right)=4 a_{02} b_{20}-3 b_{20}^{2}+4 a_{20}^{2}=0  \tag{4.5}\\
& a_{11}=b_{02}=b_{20}=0 \tag{4.6}
\end{align*}
$$

They are also the center conditions of system (4.1).


Fig. 7. Phase portrait of system (4.1) when the conditions in (4.3) are satisfied with $b_{11}=2, b_{02}=1, a_{02}=3$.

Proof. It has been shown in [34] that when the conditions in (4.2)-(4.5) hold, system (4.1) has respectively the following first integrals:

$$
\begin{aligned}
H_{1}(x, y)= & x^{2}+y^{2}, \\
H_{2}(x, y)= & \frac{1}{2}\left(x^{2}+y^{2}\right)+\frac{b_{11}}{2} x^{2} y+b_{02} x y^{2}-\frac{a_{02}}{3} y^{3}, \\
H_{3}(x, y)= & \left(b_{20} x-1\right)\left[b_{20} x+12\left(b_{11}-\gamma\right) y+1\right]^{\alpha}\left[b_{20} x+12\left(b_{11}+\gamma\right) y+1\right]^{(1-\alpha)}, \\
H_{4}(x, y)= & \left(-2 b_{20} x+a_{20} y+2\right)^{2} \\
& \times\left[4\left(b_{20} x+1\right)^{2}-\left(4 a_{20}+12 a_{20} b_{20} x\right) y+\left(3 a_{20}^{2}-8 b_{20}^{2}\right) y^{2}\right],
\end{aligned}
$$

where

$$
\alpha=\left(4 b_{20}^{2}\right) /\left(\gamma\left(\gamma+b_{11}\right)\right), \gamma=\sqrt{b_{11}^{2}+8 b_{20}^{2}}
$$

Obviously, all $H_{i}(x, 0), i=1,2,3,4$, are symmetric with the $y$-axis. Thus, the origin of system (4.1) is a center. For example, when the conditions in (4.3) hold and $b_{11}=2, b_{02}=1, a_{02}=3$, the system has a first integral,

$$
H_{2}(x, y)=\frac{1}{2}\left(x^{2}+y^{2}\right)+x^{2} y+x y^{2}-y^{3}
$$

and the phase portrait of (4.1) is shown in Fig. 7.
When the conditions in (4.6) hold, system (4.1) becomes

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=-y+\left(a_{20} x^{2}+a_{02} y^{2}\right),  \tag{4.7}\\
\frac{d y}{d t}=x+b_{11} x y,
\end{array} \quad(y>0), \quad\left\{\begin{array}{l}
\frac{d x}{d t}=-y \\
\frac{d y}{d t}=x
\end{array} \quad(y<0)\right.\right.
$$

Obviously, the system is symmetric with the $y$-axis, and so the origin is a center of system (4.1).
As far as limit cycles are concerned, it follows from Theorem 4.1 that at most 5 limit cycles can bifurcate from the origin of system (4.1). Next, to obtain 5 limit cycles, we consider the perturbed system of (4.1), given as follows:

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=\delta_{1} x-y+\left(a_{20} x^{2}+a_{11} x y+a_{02} y^{2}\right),  \tag{4.8}\\
\frac{d y}{d t}=x+\delta_{1} y+\left(b_{20} x^{2}+b_{11} x y+b_{02} y^{2}\right),
\end{array} \quad(y>0), \quad\left\{\begin{array}{l}
\frac{d x}{d t}=\delta_{2} x-y \\
\frac{d y}{d t}=x+\delta_{2} y
\end{array} \quad(y<0)\right.\right.
$$

for which we have the following theorem.
Theorem 4.2. If the origin of system (4.8) is a 5th-order weak focus, then for $0<\delta_{1}, \delta_{2} \ll 1,5$ small-amplitude limit cycles can bifurcate from the origin of the perturbed system (4.8).
Proof. When the origin of system (4.8) is a 5th-order weak focus, the following conditions:

$$
\begin{aligned}
& b_{02}=-\frac{1}{2}\left(a_{11}+b_{20}\right) \\
& a_{02}=\frac{2 a_{11} a_{20}+a_{11} b_{11}-4 a_{20} b_{20}-b_{11} b_{20}}{2 b_{20}} \\
& b_{11}=-\frac{-6 a_{11} a_{20}^{2}+a_{11}^{2} b_{20}+9 a_{20}^{2} b_{20}-b_{20}^{3}}{3 a_{20}\left(a_{11}-b_{20}\right)} \\
& a_{11}=\frac{7}{5} b_{20} \\
& a_{20} b_{20}\left(a_{11}-b_{20}\right)\left(3 a_{20}^{2}+2 a_{11} b_{20}-2 b_{20}^{2}\right) \neq 0
\end{aligned}
$$

should be satisfied, which result in

$$
\frac{\partial\left(\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}\right)}{\partial\left(b_{02}, a_{02}, b_{11}, a_{11}\right)}=\frac{a_{20}^{2} b_{20}^{2}\left(15 a_{20}^{2}+4 b_{20}^{2}\right) \pi^{2}}{2880} \neq 0,
$$

implying that 5 small-amplitude limit cycles can bifurcate from the origin of the perturbed system (4.8).

### 4.1.2. Isochronous centers of system (4.1)

Next, we discuss isochronous center conditions of system (4.1). By simple computations, we can show that when one set of the conditions in (4.2), (4.4) or (4.5) is satisfied, the period constants of system (4.1) cannot be zero simultaneously, so there do not exist isochronous center conditions for these three cases.

When the conditions in (4.3) hold, the period constants are obtained as

$$
\begin{aligned}
& \tau_{1}=\frac{2}{3}\left(2 a_{02}+3 a_{20}\right), \\
& \tau_{2}=\frac{9}{64}\left(a_{11}^{2}+5 a_{20}^{2}\right) \pi, \\
& \tau_{3}=-2 a_{20}^{3}, \\
& \tau_{4}=\frac{27}{2048}\left(7 a_{11}^{4}+78 a_{11}^{2} a_{20}^{2}+183 a_{20}^{4}\right) \pi, \\
& \tau_{5}=-50944 a_{20}^{3}\left(a_{11}^{2}+6 a_{20}^{2}\right),
\end{aligned}
$$

Note that $\tau_{2}=0$ implies that $a_{11}=a_{20}=0$, and so all $\tau_{i}(i \geq 3)$ equal zero.
When the conditions in (4.6) are satisfied, the period constants are given by

$$
\begin{aligned}
\tau_{1} & =\frac{2}{3}\left(2 a_{02}+a_{20}-b_{11}\right), \\
\tau_{2} & =\frac{1}{8} a_{02}\left(a_{20}+4 a_{02}\right) \pi \\
\tau_{3} & =\frac{8}{15} a_{02}\left(a_{20}+4 a_{02}\right)\left(a_{20}+a_{02}\right), \\
\tau_{4} & =\frac{\pi}{256} a_{02}\left(a_{20}+4 a_{02}\right)\left(84 a_{02}^{2}+97 a_{02} a_{20}+48 a_{20}^{2}\right), \\
\tau_{5} & =\frac{16}{1575} a_{02}\left(a_{20}+4 a_{02}\right)\left(a_{20}+a_{02}\right)\left(198 a_{02}^{2}+127 a_{02} a_{20}+60 a_{20}^{2}\right), \\
& \vdots
\end{aligned}
$$

Note for this case that $\tau_{i}(i \geq 3)$ contains a common factor $a_{02}\left(a_{20}+4 a_{02}\right)$.
Therefore, it is obvious that the origin is an isochronous center if and only if the first two period constants vanish, and we obtain the following result.

Theorem 4.3. The origin of system (4.1) is an isochronous center if and only if one of the following conditions holds:
(a) $a_{20}=a_{11}=a_{02}=b_{20}=b_{11}=b_{02}=0$;
(b) $a_{11}=b_{02}=b_{20}=a_{02}=0, b_{11}=a_{20}$;
(c) $a_{11}=b_{02}=b_{20}=0, b_{11}=-2 a_{02}, a_{20}=-4 a_{02}$.

Proof. When the conditions in (a) are satisfied, the equations for the upper plane of system (4.1) can be rewritten as

$$
\begin{aligned}
& \frac{d x}{d t}=-y \\
& \frac{d y}{d t}=x
\end{aligned}
$$

which shows that the origin of system (4.1) is an isochronous center.
When the conditions in (b) hold, the equations for the upper plane of system (4.1) become

$$
\begin{align*}
& \frac{d x}{d t}=-y+a_{20} x^{2} \\
& \frac{d y}{d t}=x+a_{20} x y \tag{4.9}
\end{align*}
$$

A simple calculation yields

$$
\frac{d \theta}{d t}=1
$$

showing that the conclusion is true.
When the conditions in (c) are satisfied, the equations for the upper phase of system (4.1) can be rewritten as

$$
\begin{align*}
& \frac{d x}{d t}=-y-4 a_{02} x^{2}+a_{02} y^{2}  \tag{4.10}\\
& \frac{d y}{d t}=x-2 a_{02} x y
\end{align*}
$$

which has a transversal system

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=x-4 a_{02} x y+4 a_{02}^{2} x y^{2},  \tag{4.11}\\
\frac{d y}{d t}=y-3 a_{02} y^{2}+2 a_{02}^{2} y^{3},
\end{array} \quad(y>0), \quad\left\{\begin{array}{l}
\frac{d x}{d t}=x, \\
\frac{d y}{d t}=y
\end{array} \quad(y<0)\right.\right.
$$

indicating that the origin of system (4.1) is an isochronous center.

### 4.2. Example 2

As we know, the second part of Hilbert's 16th problem is to find the maximal number and relative locations of the limit cycles bifurcating in polynomial systems of degree $n$. This problem is far from being completely solved. Let $H(n)$ denote this number, called Hilbert number. For $n=2$, Shi [35] and Chen and Wang [36] independently constructed concrete examples to show existence of 4 limit cycles more than 30 years ago, but whether $H(2)=4$ is still open. For $n=3$, Li and Huang first proved $H(3) \geq 11$ [37]. Li and Liu [38], and Liu et al. [39] respectively found more concrete cubic systems which have 11 limit cycles with the same distribution. Later, Han et al. [40,41] used the method of stability-changing in a homoclinic loop to give more cubic systems which have 11 limit cycles with two different distributions. Further, Yu and Han [42-44] proved $H(3) \geq 12$ by studying Hopf bifurcation in a $Z_{2}$-symmetric cubic system. Later, this $Z_{2}$-symmetric system was reinvestigated by Li et al. [45] to prove existence of one more limit cycle, namely, $H(3) \geq 13$. Liu and Li obtained a sufficient condition for existence of these 13 limit cycles [33,46], with the distribution of one large limit cycle bifurcating from the equator, which surrounds 12 small limit cycles bifurcating from two symmetric foci. Around the same time, Li et al. obtained another example of 13 limit cycles by perturbing a Hamiltonian system [46], and was confirmed later by using a computation method [47].

In this section, motivated by the work of Liu et al. [46], we will consider a cubic switching system, and apply our method and formulas to show that there can exist at least 15 limit cycles in this system. The system to be considered is given by

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{d x}{d t}=-y+3 x^{2} y-2 a_{2} x y^{2}-2 a_{3} y^{3}, \\
\frac{d y}{d t}=x-x^{3}-2 a_{5} x y^{2}-2 a_{6} y^{3},
\end{array}\right. \\
& \left\{\begin{array}{l}
\frac{d x}{d t}=-y+3 x^{2} y-2 b_{2} x y^{2}-2 b_{3} y^{3}, \\
\frac{d y}{d t}=x-x^{3}-2 b_{5} x y^{2}-2 b_{6} y^{3},
\end{array}\right. \tag{4.12}
\end{align*}
$$

It is easy to see from system (4.12) that both the upper and lower half planes of this system are $Z_{2}$ equivalent. This system has three singular points at $(0,0)$ and $( \pm 1,0)$, so we may only need to study the singular points $(0,0)$ and $(1,0)$ since the upper and lower half planes of this system are $Z_{2}$ equivalent.

First, consider the singular point $(1,0)$. By using the translation: $u=x-1, v=y$, we can transfer the singular point $(1,0)$ of system (4.12) to the origin of the following system:

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{d u}{d t}=-v-\frac{3}{2}(2+u) u v+a_{2}(1+u) v^{2}+a_{3} v^{3}, \\
\frac{d v}{d t}=u+\frac{3}{2} u^{2}+\frac{1}{2} u^{3}+a_{5}(1+u) v^{2}+a_{6} v^{3},
\end{array} \quad(v>0),\right. \\
& \left\{\begin{array}{l}
\frac{d u}{d t}=-v-\frac{3}{2}(2+u) u v+b_{2}(1+u) v^{2}+b_{3} v^{3}, \\
\frac{d v}{d t}=u+\frac{3}{2} u^{2}+\frac{1}{2} u^{3}+b_{5}(1+u) v^{2}+b_{6} v^{3},
\end{array}\right. \tag{4.13}
\end{align*}
$$

In the following, we will use our method to compute the focal values and obtain the necessary and sufficient conditions for the origin of system (4.13) being a center.
4.2.1. Center conditions of system (4.13)

By using a computer algebra system, the Lyapunov constants associated with the singular point $( \pm 1,0)$ of system (4.12) are obtained, as given in the following theorem.

Theorem 4.4. For system (4.13), the first seven Lyapunov constants at the origin are given by

$$
\begin{aligned}
\lambda_{1}= & \frac{4}{3}\left(a_{5}-b_{5}\right), \\
\lambda_{2}= & \frac{1}{8}\left(-2 a_{2}+3 a_{6}-2 b_{2}+2 a_{2} b_{5}+2 b_{2} b_{5}+3 b_{6}\right) \pi, \\
\lambda_{3}= & -\frac{4}{45}\left(9 a_{3}-8 a_{2} b_{2}-8 b_{2}^{2}-9 b_{3}-6 a_{3} b_{5}+8 a_{2} b_{2} b_{5}\right. \\
& \left.+8 b_{2}^{2} b_{5}+6 b_{3} b_{5}+12 a_{2} b_{6}+12 b_{2} b_{6}\right) .
\end{aligned}
$$

(i) When $b_{5} \neq \frac{3}{2}$,

$$
\begin{aligned}
\lambda_{4}= & \frac{\left(a_{2}+b_{2}\right)}{288\left(-3+2 b_{5}\right)}\left(216+30 a_{2} b_{2}+90 b_{2}^{2}+270 b_{3}-126 b_{5}-50 a_{2} b_{2} b_{5}-110 b_{2}^{2} b_{5}-360 b_{3} b_{5}-120 b_{5}^{2}+20 a_{2} b_{2} b_{5}^{2}\right. \\
& \left.+20 b_{2}^{2} b_{5}^{2}+120 b_{3} b_{5}^{2}+72 b_{5}^{3}-45 a_{2} b_{6}+45 b_{2} b_{6}+30 a_{2} b_{5} b_{6}-150 b_{2} b_{5} b_{6}-270 b_{6}^{2}\right) \pi, \\
\lambda_{5}= & \frac{32\left(a_{2}+b_{2}\right)^{2}}{14175}\left(27 a_{2}-135 b_{2}-20 a_{2}^{2} b_{2}-40 a_{2} b_{2}^{2}-20 b_{2}^{3}+36 a_{2} b_{5}+144 b_{2} b_{5}+20 a_{2}^{2} b_{2} b_{5}+40 a_{2} b_{2}^{2} b_{5}+20 b_{2}^{3} b_{5}\right. \\
& \left.-36 a_{2} b_{5}^{2}-36 b_{2} b_{5}^{2}+162 b_{6}+30 a_{2}^{2} b_{6}+60 a_{2} b_{2} b_{6}+30 b_{2}^{2} b_{6}-108 b_{5} b_{6}\right) ;
\end{aligned}
$$

(ia) If $b_{5} \neq \frac{1}{18}\left(27+5\left(a_{2}+b_{2}\right)^{2}\right)$,

$$
\begin{aligned}
& \lambda_{6}=\frac{\left(a_{2}+b_{2}\right)}{92160\left(27+5 a_{2}^{2}+10 a_{2} b_{2}+5 b_{2}^{2}-18 b_{5}\right)^{2}}\left(-3+2 b_{5}\right)\left(1+2 b_{5}\right) f_{1} \pi, \\
& \lambda_{7}=\frac{8\left(a_{2}+b_{2}\right)^{3}\left(a_{2}-b_{2}\right)^{3}\left(-3+2 b_{5}\right)\left(1+2 b_{5}\right)\left(36+5\left(a_{2}+b_{2}\right)^{2}\right)}{567\left(12+35 a_{2}^{2}+70 a_{2} b_{2}+35 b_{2}^{2}\right)\left(27+5 a_{2}^{2}+10 a_{2} b_{2}+5 b_{2}^{2}-18 b_{5}\right)^{3}} f_{2} ;
\end{aligned}
$$

(ib) If $b_{5}=\frac{1}{18}\left(27+5\left(a_{2}+b_{2}\right)^{2}\right)$,

$$
\begin{aligned}
\lambda_{5}= & -\frac{32}{25515}\left(a_{2}-b_{2}\right)\left(a_{2}+b_{2}\right)^{3}\left(36+5 a_{2}^{2}+10 a_{2} b_{2}+5 b_{2}^{2}\right), \\
\lambda_{6}= & \frac{1}{933120 b_{2}}\left(-15309 b_{2}^{2}-59805 b_{2}^{4}-173400 b_{2}^{6}+14000 b_{2}^{8}-91854 b_{2} b_{6}\right. \\
& \left.-51030 b_{2}^{3} b_{6}+340200 b_{2}^{5} b_{6}-137781 b_{6}^{2}+229635 b_{2}^{2} b_{6}^{2}\right) \pi, \\
\lambda_{7}= & \frac{4096}{14467005\left(-3+5 b_{2}^{2}\right)} b_{2}^{3}\left(567-6 b_{2}^{2}+35 b_{2}^{4}\right)\left(9 b_{2}+20 b_{2}^{3}+27 b_{6}\right) ;
\end{aligned}
$$

(ii) When $b_{5}=\frac{3}{2}$,

$$
\begin{aligned}
& \lambda_{3}=-\frac{16}{45}\left(a_{2}+b_{2}\right)\left(b_{2}+3 b_{6}\right) \\
& \lambda_{4}=-\frac{5}{64}\left(a_{3}-b_{3}\right)\left(b_{2}+3 b_{6}\right) \pi \\
& \lambda_{5}=\lambda_{6}=0 \\
& \lambda_{7}=-\frac{759285}{16384} a_{2}^{3} a_{3}^{2} b_{2}^{2} b_{6} \pi
\end{aligned}
$$

In the above expressions of $\lambda_{k}$, we have used $\lambda_{1}=\lambda_{2}=\cdots=\lambda_{k-1}=0$, for $k=2, \cdots, 7$. Here,

$$
\begin{aligned}
f_{1}= & -69984-366120 a_{2}^{2}-40200 a_{2}^{4}+875 a_{2}^{6}-187920 a_{2} b_{2}-312000 a_{2}^{3} b_{2}-26250 a_{2}^{5} b_{2}-366120 b_{2}^{2} \\
& -543600 a_{2}^{2} b_{2}^{2}-112875 a_{2}^{4} b_{2}^{2}-312000 a_{2} b_{2}^{3}-171500 a_{2}^{3} b_{2}^{3}-40200 b_{2}^{4}-112875 a_{2}^{2} b_{2}^{4}-26250 a_{2} b_{2}^{5}+875 b_{2}^{6} \\
& +93312 b_{5}+289440 a_{2}^{2} b_{5}+50400 a_{2}^{4} b_{5}+578880 a_{2} b_{2} b_{5}+201600 a_{2}^{3} b_{2} b_{5}+289440 b_{2}^{2} b_{5}+302400 a_{2}^{2} b_{2}^{2} b_{5} \\
& +201600 a_{2} b_{2}^{3} b_{5}+50400 b_{2}^{4} b_{5}-31104 b_{5}^{2}-90720 a_{2}^{2} b_{5}^{2}-181440 a_{2} b_{2} b_{5}^{2}-90720 b_{2}^{2} b_{5}^{2}, \\
f_{2}= & 9072-24 a_{2}^{2}+35 a_{2}^{4}-48 a_{2} b_{2}+140 a_{2}^{3} b_{2}-24 b_{2}^{2}+210 a_{2}^{2} b_{2}^{2}+140 a_{2} b_{2}^{3}+35 b_{2}^{4} .
\end{aligned}
$$

Next, we discuss the center conditions of system (4.13). From Theorem 4.4 we obtain the following result.

Proposition 4.2. The first seven Lyapunov constants at the origin of system (4.13) become zero if and only if one of the following conditions is satisfied:

$$
\begin{align*}
& a_{5}=b_{5}, \quad a_{3}=b_{3}, \quad a_{6}=-b_{6}, \quad a_{2}=-b_{2}  \tag{4.14}\\
& a_{5}=b_{5}=a_{3}=b_{3}=-\frac{1}{2}, \quad a_{6}=a_{2}, \quad b_{6}=b_{2}  \tag{4.15}\\
& a_{5}=b_{5}=\frac{3}{2}, \quad a_{6}=a_{2}=0, \quad b_{2}=-3 b_{6}  \tag{4.16}\\
& a_{5}=b_{5}=\frac{3}{2}, \quad a_{6}=-\frac{a_{2}}{3}, \quad b_{2}=-3 b_{6}, \quad a_{3}=0 \tag{4.17}
\end{align*}
$$

They are also the conditions for the origin of system (4.13) being a center.
Proof. When the conditions in (4.14) hold, system (4.13) becomes

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{d u}{d t}=-v-\frac{3}{2}(2+u) u v-b_{2}(1+u) v^{2}+b_{3} v^{3}, \\
\frac{d v}{d t}=u+\frac{3}{2} u^{2}+\frac{1}{2} u^{3}+b_{5}(1+u) v^{2}-b_{6} v^{3},
\end{array}\right. \\
& \left\{\begin{array}{l}
\frac{d u}{d t}=-v-\frac{3}{2}(2+u) u v+b_{2}(1+u) v^{2}+b_{3} v^{3}, \\
\frac{d v}{d t}=u+\frac{3}{2} u^{2}+\frac{1}{2} u^{3}+b_{5}(1+u) v^{2}+b_{6} v^{3},
\end{array} \quad(v<0),\right. \tag{4.18}
\end{align*}
$$

showing that the system is symmetric with the $u$-axis.
When the conditions in (4.15) are satisfied, system (4.13) can be rewritten as

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{d u}{d t}=-v-\frac{3}{2}(2+u) u v+a_{2}(1+u) v^{2}-\frac{1}{2} v^{3}, \\
\frac{d v}{d t}=u+\frac{3}{2} u^{2}+\frac{1}{2} u^{3}-\frac{1}{2}(1+u) v^{2}+a_{2} v^{3},
\end{array}\right. \\
& \left\{\begin{array}{l}
\frac{d u}{d t}=-v-\frac{3}{2}(2+u) u v+b_{2}(1+u) v^{2}-\frac{1}{2} v^{3}, \\
\frac{d v}{d t}=u+\frac{3}{2} u^{2}+\frac{1}{2} u^{3}-\frac{1}{2}(1+u) v^{2}+b_{2} v^{3},
\end{array}\right. \tag{4.19}
\end{align*}
$$

The upper half plane has an analytic first integral,

$$
\begin{aligned}
H_{1}(u, v)= & \frac{1}{4\left(1+2 u+u^{2}+v^{2}\right)}\left\{1+2 a_{2} v+2 a_{2} u v+2 v^{2}-2 a_{2}\left(1+2 u+u^{2}+v^{2}\right) \arctan \frac{v}{1+u}\right. \\
& \left.+\left(1+2 u+u^{2}+v^{2}\right) \log \left[(1+u)^{2}+v^{2}\right]\right\}
\end{aligned}
$$

and the lower half plane has an analytic first integral,

$$
\begin{aligned}
H_{2}(u, v)= & \frac{1}{4\left(1+2 u+u^{2}+v^{2}\right)}\left\{1+2 b_{2} v+2 b_{2} u v+2 v^{2}-2 b_{2}\left(1+2 u+u^{2}+v^{2}\right) \arctan \frac{v}{1+u}\right. \\
& \left.+\left(1+2 u+u^{2}+v^{2}\right) \log \left[(1+u)^{2}+v^{2}\right]\right\}
\end{aligned}
$$

showing that $H_{1}(u, 0)=H_{2}(u, 0)$. So the origin of system (4.13) is a center.
When the conditions in (4.16) are satisfied, system (4.13) can be rewritten as

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{d u}{d t}=-v-\frac{3}{2}(2+u) u v+a_{3} v^{3}, \\
\frac{d v}{d t}=u+\frac{3}{2} u^{2}+\frac{1}{2} u^{3}+\frac{3}{2}(1+u) v^{2},
\end{array} \quad(v>0),\right. \\
& \left\{\begin{array}{l}
\frac{d u}{d t}=-v-\frac{3}{2}(2+u) u v-3 b_{6}(1+u) v^{2}+b_{3} v^{3}, \\
\frac{d v}{d t}=u+\frac{3}{2} u^{2}+\frac{1}{2} u^{3}+\frac{3}{2}(1+u) v^{2}+b_{6} v^{3},
\end{array} \quad(v<0) .\right. \tag{4.20}
\end{align*}
$$

The upper half plane of this system has an analytic first integral,

$$
H_{3}(u, v)=u^{2}+v^{2}+\frac{1}{2} u^{3}+\frac{1}{8} u^{4}-\frac{1}{4} a_{3} v^{4}+\frac{3}{2} u v^{2}+\frac{3}{4} u^{2} v^{2},
$$

and the lower half plane has an analytic first integral,

$$
H_{4}(u, v)=u^{2}+v^{2}+\frac{1}{2} u^{3}+\frac{1}{8} u^{4}+b_{6} v^{3}+b_{6} u v^{3}-\frac{1}{4} b_{3} v^{4}+\frac{3}{2} u v^{2}+\frac{3}{4} u^{2} v^{2}
$$

indicating that $H_{3}(u, 0)=H_{4}(u, 0)$, and so the origin of system (4.13) is a center.
When the conditions in (4.17) hold, system (4.13) becomes

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{d u}{d t}=-v-\frac{3}{2}(2+u) u v+a_{2}(1+u) v^{2}, \\
\frac{d v}{d t}=u+\frac{3}{2} u^{2}+\frac{1}{2} u^{3}+\frac{3}{2}(1+u) v^{2}-\frac{a_{2}}{3} v^{3},
\end{array} \quad(v>0),\right.  \tag{4.21}\\
& \left\{\begin{array}{l}
\frac{d u}{d t}=-v-\frac{3}{2}(2+u) u v-3 b_{6}(1+u) v^{2}+b_{3} v^{3}, \\
\frac{d v}{d t}=u+\frac{3}{2} u^{2}+\frac{1}{2} u^{3}+\frac{3}{2}(1+u) v^{2}+b_{6} v^{3} .
\end{array} \quad(v<0) .\right.
\end{align*}
$$

The upper half plane of this system has an analytic first integral,

$$
H_{5}(u, v)=u^{2}+v^{2}+\frac{1}{2} u^{3}+\frac{1}{8} u^{4}+\frac{3}{2} u v^{2}+\frac{3}{4} u^{2} v^{2}-\frac{1}{3} a_{2}(1+u) v^{3}
$$

and the lower half plane has an analytic first integral,

$$
H_{6}(u, v)=u^{2}+v^{2}+\frac{1}{2} u^{3}+\frac{1}{8} u^{4}-\frac{1}{4} b_{3} v^{4}+b_{6}(1+u) v^{3}+\frac{3}{2} u v^{2}+\frac{3}{4} u^{2} v^{2}
$$

So $H_{5}(u, 0)=H_{6}(u, 0)$, implying that the origin of system (4.13) is also a center.
4.2.2. Bifurcation of limit cycles in system (4.12)

In this section, we study bifurcation of limit cycles in system (4.12). First, we consider the limit cycles bifurcating from the symmetric singular points ( $\pm 1,0$ ). From Theorem 4.4 we obtain the following result.

Theorem 4.5. The singular point $(1,0)$ or $(-1,0)$ is a 7th-order weak focus of (4.12) if and only if

$$
\begin{aligned}
a_{5}= & b_{5}, \\
a_{6}= & \frac{-27 b_{2}+5 a_{2}\left(27+4\left(a_{2}+b_{2}\right)^{2}\right)-4\left(9 b_{2}+a_{2}\left(36+5\left(a_{2}+b_{2}\right)^{2}\right)\right) b_{5}+36\left(a_{2}+b_{2}\right) b_{5}^{2}}{6\left(27+5\left(a_{2}+b_{2}\right)^{2}-18 b_{5}\right)}, \\
a_{3}= & -\frac{1}{20\left(27+5\left(a_{2}+b_{2}\right)^{2}-18 b_{5}\right)^{2}}\left\{1000 a_{2}^{3} b_{2}+324\left(3-2 b_{5}\right)^{2}\left(4+3 b_{5}\right)\right. \\
& -125 a_{2}^{4}\left(1+6 b_{5}\right)+25 b_{2}^{4}\left(19+18 b_{5}\right) \\
& -720 b_{2}^{2}\left(-6+b_{5}+6 b_{5}^{2}\right)+30 a_{2}^{2}\left[36-168 b_{5}+b_{2}^{2}\left(95+90 b_{5}\right)\right] \\
& \left.+40 a_{2} b_{2}\left[b_{2}^{2}\left(55+60 b_{5}\right)+9\left(33+4\left(5-3 b_{5}\right) b_{5}\right)\right]\right\}, \\
b_{3}= & -\frac{1}{20\left(27+5\left(a_{2}+b_{2}\right)^{2}-18 b_{5}\right)^{2}}\left\{360 b_{2}^{2}\left(3-14 b_{5}\right)+324\left(3-2 b_{5}\right)^{2}\left(4+3 b_{5}\right)\right. \\
& -125 b_{2}^{4}\left(1+6 b_{5}\right)+200 a_{2}^{3} b_{2}\left(11+12 b_{5}\right)+25 a_{2}^{4}\left(19+18 b_{5}\right) \\
& +40 a_{2} b_{2}\left[25 b_{2}^{2}+9\left(33+4\left(5-3 b_{5}\right) b_{5}\right)\right] \\
& \left.+30 a_{2}^{2}\left[b_{2}^{2}\left(95+90 b_{5}\right)-24\left(-6+b_{5}+6 b_{5}^{2}\right)\right]\right\}, \\
b_{6}= & \frac{1}{6\left(27+5\left(a_{2}+b_{2}\right)^{2}-18 b_{5}\right)}\left\{135 b_{2}+20 a_{2}^{2} b_{2}\left(1-b_{5}\right)+4 b_{2}\left[5 b_{2}^{2}\left(1-b_{5}\right)\right.\right. \\
& \left.\left.-9\left(4-b_{5}\right) b_{5}\right]+a_{2}\left[40 b_{2}^{2}\left(1-b_{5}\right)-9\left(3-2 b_{5}\right)\left(1+2 b_{5}\right)\right]\right\},
\end{aligned}
$$

with $\left[b_{5}-\frac{1}{18}\left(27+5\left(a_{2}+b_{2}\right)^{2}\right)\right]\left(b_{5}-\frac{3}{2}\right)\left(a_{2}+b_{2}\right)\left(2 b_{5}+1\right)\left(6 b_{5}-13\right) \neq 0$.
Proof. When $\left[b_{5}-\frac{1}{18}\left(27+5\left(a_{2}+b_{2}\right)^{2}\right)\right]\left(b_{5}-\frac{3}{2}\right)\left(a_{2}+b_{2}\right)\left(2 b_{5}+1\right)\left(6 b_{5}-13\right) \neq 0$, solving $\lambda_{1}=\lambda_{2}=\lambda_{3}=\lambda_{4}=\lambda_{5}=0\left(\lambda_{i}, i=\right.$ $1,2, \ldots, 5$, given in Theorem 4.4) yields the solutions given in Theorem 4.5. Moreover, it is easy to verify that there is no real solutions for $f_{2}=0$, which implies that $(0,0)$ is a 7 th-order weak focus of $(4.13)$, so $(1,0)$ and $(-1,0)$ are 7 th-order weak focuses of (4.12).

Further, we have the following theorem.

Theorem 4.6. When $(0,0)$ is a 7th-order weak focus points, seven small-amplitude limit cycles can bifurcate from the origin $(0,0)$ of the perturbed system of (4.13):

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{d u}{d t}=\delta_{1} u-v-\frac{3}{2}(2+u) u v+a_{2}(1+u) v^{2}+a_{3} v^{3}, \\
\frac{d v}{d t}=u+\delta_{1} v+\frac{3}{2} u^{2}+\frac{1}{2} u^{3}+a_{5}(1+u) v^{2}+a_{6} v^{3},
\end{array} \quad(v>0),\right.  \tag{4.22}\\
& \left\{\begin{array}{l}
\frac{d u}{d t}=\delta_{2} u-v-\frac{3}{2}(2+u) u v+b_{2}(1+u) v^{2}+b_{3} v^{3}, \\
\frac{d v}{d t}=u+\delta_{2} v+\frac{3}{2} u^{2}+\frac{1}{2} u^{3}+b_{5}(1+u) v^{2}+b_{6} v^{3},
\end{array} \quad(v<0),\right.
\end{align*}
$$

where $0<\delta_{1}, \delta_{2} \ll 1$.
Proof. When the origin of is a 7th-order weak focus, we find that

$$
\begin{aligned}
& \operatorname{det}\left[\begin{array}{cccccc}
\frac{d \lambda_{1}}{d a_{5}} & \frac{d \lambda_{1}}{d a_{6}} & \frac{d \lambda_{1}}{d a_{3}} & \frac{d \lambda_{1}}{d b_{3}} & \frac{d \lambda_{1}}{d b_{6}} & \frac{d \lambda_{1}}{d b_{5}} \\
\frac{d \lambda_{2}}{d a_{5}} & \frac{d \lambda_{2}}{d a_{6}} & \frac{d \lambda_{2}}{d a_{3}} & \frac{d \lambda_{2}}{d b_{3}} & \frac{d \lambda_{2}}{d b_{6}} & \frac{d \lambda_{2}}{d b_{5}} \\
\frac{d \lambda_{3}}{d a_{5}} & \frac{d \lambda_{3}}{d a_{6}} & \frac{d \lambda_{3}}{d a_{3}} & \frac{d \lambda_{3}}{d b_{3}} & \frac{d \lambda_{3}}{d b_{6}} & \frac{d \lambda_{3}}{d b_{5}} \\
\frac{d \lambda_{4}}{d a_{5}} & \frac{d \lambda_{4}}{d a_{6}} & \frac{d \lambda_{4}}{d a_{3}} & \frac{d \lambda_{4}}{d b_{3}} & \frac{d \lambda_{4}}{d b_{6}} & \frac{d \lambda_{4}}{d b_{5}} \\
\frac{d \lambda_{5}}{d a_{5}} & \frac{d \lambda_{5}}{d a_{6}} & \frac{d \lambda_{5}}{d a_{3}} & \frac{d \lambda_{5}}{d b_{3}} & \frac{d \lambda_{5}}{d b_{6}} & \frac{d \lambda_{5}}{d b_{5}} \\
\frac{d \lambda_{6}}{d a_{5}} & \frac{d \lambda_{6}}{d a_{6}} & \frac{d \lambda_{6}}{d a_{3}} & \frac{d \lambda_{6}}{d b_{3}} & \frac{d \lambda_{6}}{d b_{6}} & \frac{d \lambda_{6}}{d b_{5}}
\end{array}\right] \\
& =\operatorname{det}\left[\begin{array}{ccccc}
\frac{d \lambda_{1}}{d a_{5}} & \frac{d \lambda_{1}}{d a_{6}} & \frac{d \lambda_{1}}{d a_{3}} & \frac{d \lambda_{1}}{d b_{3}} & \frac{d \lambda_{1}}{d b_{6}} \\
0 & \frac{d \lambda_{2}}{d a_{6}} & \frac{d \lambda_{2}}{d a_{3}} & \frac{d \lambda_{2}}{d b_{3}} & \frac{d \lambda_{2}}{d b_{6}} \\
0 & 0 & \frac{d \lambda_{3}}{d a_{3}} & \frac{d \lambda_{3}}{d b_{3}} & \frac{d \lambda_{3}}{d b_{6}} \\
0 & 0 & 0 & \frac{d \lambda_{4}}{d b_{3}} & \frac{d \lambda_{4}}{d b_{6}} \\
0 & 0 & 0 & 0 & \frac{d \lambda_{5}}{d b_{6}}
\end{array}\right] \times \frac{d \lambda_{6}}{d b_{5}} \\
& =8
\end{aligned}
$$

where

$$
\begin{aligned}
f_{3}= & \frac{35\left(a_{2}-b_{2}\right)^{2}\left(-12+5 a_{2}^{2}+10 a_{2} b_{2}+5 b_{2}^{2}\right)}{8\left(12+35 a_{2}^{2}+70 a_{2} b_{2}+35 b_{2}^{2}\right)}\left(36+5 a_{2}^{2}+10 a_{2} b_{2}+5 b_{2}^{2}\right) \\
& \times\left(-93312-434160 a_{2}^{2}-40200 a_{2}^{4}+875 a_{2}^{6}-324000 a_{2} b_{2}-312000 a_{2}^{3} b_{2}\right. \\
& -26250 a_{2}^{5} b_{2}-434160 b_{2}^{2}-543600 a_{2}^{2} b_{2}^{2}-112875 a_{2}^{4} b_{2}^{2}-312000 a_{2} b_{2}^{3} \\
& -171500 a_{2}^{3} b_{2}^{3}-40200 b_{2}^{4}-112875 a_{2}^{2} b_{2}^{4}-26250 a_{2} b_{2}^{5}+875 b_{2}^{6} \\
& +62208 b_{5}+198720 a_{2}^{2} b_{5}+50400 a_{2}^{4} b_{5}+397440 a_{2} b_{2} b_{5}+201600 a_{2}^{3} b_{2} b_{5} \\
& \left.+198720 b_{2}^{2} b_{5}+302400 a_{2}^{2} b_{2}^{2} b_{5}+201600 a_{2} b_{2}^{3} b_{5}+50400 b_{2}^{4} b_{5}\right) .
\end{aligned}
$$

Moreover, we obtain
Resultant $\left[f_{1}, f_{3}, b_{2}\right.$ ]

$$
\begin{aligned}
= & 114829757638306762275116811878400000000000000000000000000 \\
& \times\left(3+35 a_{2}^{2}\right)^{2}\left(27+20 a_{2}^{2}-18 b_{5}\right)^{4}\left(2 b_{5}-3\right)^{6}\left(2 b_{5}+1\right)^{10}\left(6 b_{5}-13\right)^{4} \neq 0
\end{aligned}
$$

This shows that for $0<\delta_{1}, \delta_{2} \ll 1$, seven small-amplitude limit cycles can bifurcate from the origin $(0,0)$ of the perturbed system of (4.13).


Fig. 8. Distribution of 15 limit cycles in system (4.12).

Theorem 4.6 yields that seven small-amplitude limit cycles can bifurcate from $(1,0)$ of system of $(4.12)$. So seven smallamplitude limit cycles can bifurcate from $(-1,0)$ of system of $(4.12)$ because the upper and lower half planes of this system are $Z_{2}$ equivalent. Now, for the conditions under which there exist 14 limit cycles around $( \pm 1,0)$, we show that the origin of system (4.12) may be a center or focus. More precisely, we can prove that the first Lyapunov constant evaluated at the origin is given by

$$
\begin{equation*}
u_{1}=-\frac{1}{4}\left(8 a_{2}+24 a_{6}-b_{2}-3 b_{6}\right) \pi \tag{4.23}
\end{equation*}
$$

Then, it is easy to verify that when $( \pm 1,0)$ are 7 th-order weak focus points,

$$
u_{1}=\frac{2 b_{5}-3}{8\left(27+5\left(a_{2}-b_{2}\right)^{2}-18 b 5\right)}\left(513 a_{2}+80 a_{2}^{3}-135 b_{2}+150 a_{2}^{2} b_{2}+60 a_{2} b_{2}^{2}-10 b_{2}^{3}-126 a_{2} b_{5}-126 b_{2} b_{5}\right) \pi \neq 0
$$

implying that when $( \pm 1,0)$ of system (4.12) are 7th-order weak focus points, the origin is a first-order weak focus. Hence, system (4.12) can have at least 15 limit cycles, with 14 of them around the two symmetric singular points $( \pm 1,0)$ and one around the origin ( 0,0 ).

Summarizing the above results gives the following theorem.
Theorem 4.7. System (4.12) can have 15 limit cycles with the $7 \bigcup 1 \bigcup 7$ distribution around the singular points, $(-1,0),(0,0)$ and ( 1 , $0)$, respectively.

The distribution of the 15 limit cycles is illustrated in Fig. 8.

## 5. Conclusion

In this paper, a modified, computationally efficient method is present for computing the focal values and period constants of switching systems associated with elementary singular points. We have proved using our method that a cubic switching system can have at least 15 limit cycles. This is a new best result obtained so far for cubic switching systems.

## Acknowledgments

This research was partially supported by the National Natural Science Foundation of China (nos. 11201211 and 11371373), Applied Mathematics Enhancement Program of Linyi University, and the Natural Science and Engineering Research Council of Canada (no. R2686A02).

## References

[1] Álvarez MJ, Gasull A. Momodromy and stability for nilpotent critical points. Int J Bifurcation Chaos 2005;15:1253-65.
[2] Chavarriga J, García I, Giné J. Integrability of centers perturbed by quasi-homogeneous polynomials. J Math Anal Appl 1997;210:268-78.
[3] Gasull A, Torregrosa J. A new algorithm for the computation of the Lyapunov constants for some degenerated critical points. Nonlinear Anal 2001;47:447990.
[4] Bautin N. On the number of limit cycles which appear with the variation of coefficients from an equilibrium position of focus or center type. Math Sbor 1952;30:181-96.
[5] James E, Lloyd NG. A cubic system with eight small-amplitude limit cycles. IMA J Appl Math 1991;47:163-71.
[6] Ning S, Ma S, Kwek KH, Zheng Z. A cubic system with eight small-amplitude limit cycles. Appl Math Lett 1994;7:23-7.
[7] Yu P, Corless R. Symbolic computation of limit cycles associated with Hilbert's 16th problem. Commun Nonl Sci Numer Simul 2009;14:4041-56.
[8] Chen C, Corless R, Maza M, Yu P, Zhang Y. A modular regular chains method and its application to dynamical system. Int J Bifurcation Chaos 2013;23:1350154.
[9] Lloyd N, Pearson J. A cubic differential system with nine limit cycles. J Appl Anal Comput 2012;2:293-304.
[10] Yu P, Tian Y. Twelve limit cycles around a singular point in a planar cubic-degree polynomial system. Commun Nonl Sci Numer Simul 2014;19:2690-705.
[11] Huang W, Chen A. Bifurcation of limit cycles and isochronous centers for a quartic system. Int J Bifurcation Chaos 2013;23:1350171.
[12] Amelkin VV, Lukashevich NA, Sadovskii AN. Nonlinear oscillations in the second order systems. Minsk: BGU Publications; 1982. p. 96-119.
[13] Coll B, Gasull A, Prohens R. Center-focus and isochronous center problems for discontinuous differential equations. Discr Contin Dyn Syst 2006;6:609-24.
[14] Astrom KJ, Lee TH, Tan KK, Johansson KH. Recent advances in relay feedback methods - a survey. Proc IEEE Conf Systems, Manand Cybern 1995;3:2616-21.
[15] Bernardo MD, Feigin MI, Hogan SJ, Homer ME. Local analysis of bifurcations in n-dimensional piecewise-smooth dynamical systems. Chao Soli Frac 1999;10:1881-908.
[16] Banerjee S, Verghese G. Nonlinear phenomena in power electronics: attractors, bifurcations, chaos and nonlinear control. New York: Wiley-IEEE Press; 2001. p. 143-76.
[17] Bernardo MD, Kowalczyk P, Nordmark AB. Sliding bifurcations: a novel mechanism for the sudden onset of chaos in dry friction oscillators. Int J Bifurcation Chaos 2003;13:2935-48.
[18] Dankowicz H, Nordmark AB. On the origin and bifurcations of stick-slip oscillators. Phys D 2000;136:280-302.
[19] Leine RI, Nijmeijer H. Dynamics and bifurcations of nonsmooth mechanical systems, In: Lecture notes in applied and computational mechanics. Berlin: Springer-Verlag; 2004.
[20] Zou Y, Kpper T, Beyn WJ. Generalized Hopf bifurcation for planar Filippov systems continuous at the origin. J Nonlinear Sci 2006;16:159-77.
[21] Freire E, Ponce E, Ros J. The focus-center-limit cycle bifurcation in symmetric 3d piecewise linear systems. SIAM J Appl Math 2005;65:1933-51.
[22] Du Z, Zhang W. Melnikov method for homoclinic bifurcation in nonlinear impact oscillators. Comput Math Appl 2005;50:445-58.
[23] Kukuka P. Melnikov method for discontinuous planar systems. Nonlinear Anal Ser A 2007;66:2698-719.
[24] Friederiksson MH, Nordmark AB. On normal form calculations in impact oscillators. Proc R Soc Lond Ser A 2000;456:315-29.
[25] Pavlovskaia E, Wiercigroch M. Low-dimensional maps for piecewise smooth oscillators. J Sound Vib 2007;305:750-71.
[26] Bernardo MD, Budd CJ, Champneys AR. Grazing, skipping and sliding: analysis of the nonsmooth dynamics of the dc/dc buck converter. Nonlinearity 1998;11:859-90.
[27] Budd CJ. Non-smooth dynamical systems and the grazing bifurcation. In: Nonlinear mathematics and its applications. Guildford: Cambridge University Press; 1995.
[28] Nusse HE, Yorke JA. Border collision bifurcations including period two to period three for piecewise smooth systems. Phys D 1992;57:39-57.
[29] Leine RI, Campen DH. Bifurcation phenomena in non-smooth dynamical systems. Eur J Mech A 2006;25:595-616.
[30] Chen X, Du Z. Limit cycles bifurcate from centers of discontinuous quadratic systems. Comput Math Appl 2010;59:3836-48.
[31] Llibre J, Lopes D, Moraes R. Limit cycles for a class of continuous and discontinuous cubic polynomial differential systems. Qual Theor Dyn Syst 2014;13:12948.
[32] Llibre J, Mereu C. Limit cycles for discontinuous quadratic differential systems with two zones. J Math Anal Appl 2014;413:763-75.
[33] Liu Y, Li J. Some classical problems about planar vector fields (in Chinese). Beijing: Science Press; 2010. p. 34-59.
[34] Gasull A, Torregrosa J. Center-focus problem for discontinuous planar differential equations. Int J Bifurcation Chaos 2003;13:1755-65.
[35] Shi S. A concrete example of a quadratic system of the existence of four limit cycles for plane quadratic systems. Sci Sin A 1980;23:153-8.
[36] Chen L, Wang M. The relative position, and the number, of limit cycles of a quadratic differential system. Acta Math Sin 1979;22:751-8.
[37] Li J, Huang Q. Bifurcations of limit cycles forming compound eyes in the cubic system. Chin Ann Math Ser B 1987;8:391-403.
[38] Li J, Liu Z. Bifurcation set and limit cycles forming compound eyes in a perturbed Hamiltonian system. Publ Math 1991;35:487-506.
[39] Liu Z, Yang Z, Jiang T. The same distribution of limit cycles in five perturbed cubic Hamiltonian systems. Int J Bifurcation Chaos 2003;13:243-9.
[40] Han M, Zhang T, Zang H. On the number and distribution of limit cycles in a cubic system. Int J Bifurcation Chaos 2004;14:4285-92.
[41] Han M, Wu Y, Bi P. A new cubic system having eleven limit cycles. Discr Cont Dyn Syst 2004;12:675-86.
[42] Yu P, Han M. Twelve limit cycles in a cubic order planar system with $z_{2}$-symmetry. Commun Pure Appl Anal 2004;3:515-26.
[43] Yu P, Han M. Small limit cycles bifurcating from fine focus points in cubic order $z_{2}$-equivariant vector fields. Chaos Soli Frac 2004;24:329-48.
[44] Yu P, Han M. Twelve limit cycles in a cubic case of the 16th Hilbert problem. Int J Bifurcation Chaos 2005;15:2191-205.
[45] Li C, Liu C, Yang J. A cubic system with thirteen limit cycles. J Differential Equations 2009;246:3609-19.
[46] Liu Y, Li J. Z2-equivariant cubic system which yields 13 limit cycles. Acta Math Sin 2014;30:781-800.
[47] Yang J, Han M, Li J, Yu P. Existence conditions of thirteen limit cycles in a cubic system. Int J Bifurcation Chaos 2010;20:2569-77.


[^0]:    * Corresponding author. Tel.: +1 519661 2111; fax: +1 5196613523.

    E-mail address: pyu@uwo.ca (P. Yu).

