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Sigmoidal functions are usually used to characterize the behavior of dynamical systems,
in particular, for neural networks. Recently, multilevel piecewise linear functions have been
employed in cellular neural networks (CNN). In this paper, we first use the inverse trigonometric
function, tan−1(x), to generate a series of trigonometric functions to obtain one-, two- and
three-directional multi-scroll integer and fractional order chaotic attractors. Then, based upon
the properties of the chaotic systems, simple feedback control laws are designed to stabilize or
synchronize the integer and fractional order chaotic systems. Numerical simulations are presented
to demonstrate the applicability of theoretical predictions.
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1. Introduction

Since the discovery of the Lorenz chaotic attractor
[Lorenz, 1963], many researchers have been
attracted to investigate fundamental dynamical
properties of various chaotic systems (e.g. see
[Rössler, 1976; Chua et al., 1986; Chen & Ueta,
1999]). In order to generate different kinds of

pseudo random series, one needs different multi-
scroll chaotic attractors. Recently, many scientists
have devoted themselves to the design and anal-
ysis of new multi-scroll chaotic attractors. The
first double scroll chaotic attractor was found in
Chua’s Circuit [Chua et al., 1986]. Since then, many
researchers began to design new dynamical systems

∗Author for correspondence
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that can generate more chaotic scrolls. For instance,
a generalized Chua’s circuit which can generate
n-scroll attractors was reported in 1999 [Yalcin
et al., 1999]. More recently, the research on
one-directional(1-D)-n-scroll chaotic attractors has
been extended to the study of two-directional(2-D)-
m × n-grid-scroll and three-directional(3-D)-m ×
n × l-grid-scroll chaotic attractors. A number of
methods have been developed and reported in the
literature (e.g. see [Lü et al., 2004; Cafagna &
Grassi, 2003; Yu et al., 2005; Zhang & Yu, 2010]).

Besides the investigation of integer order
chaotic systems, the existence of chaotic behavior
in fractional order differential equation systems has
also attracted researchers’ attention [Li & Chen,
2004; Lu & Chen, 2006; Wu et al., 2008; Huang
et al., 2012]. Recently, the control and synchroniza-
tion of such fractional order chaotic systems have
been studied [Wu et al., 2008; Zhang et al., 2012;
Xu et al., 2013].

In this paper, instead of the piecewise linear
functions which are used in most circuits designs,
we use the inverse trigonometric function, tan−1(x),
to generate a series of trigonometric functions to
study chaotic behavior of dynamical systems. Since
the function tan−1(x) is similar to hyperbolic tan-
gent function which is frequently used to character-
ize the behavior of neural networks, such a study
may help understand complex dynamical behavior
which exists in neural networks. In fact, multi-
level piecewise linear functions have been recently
employed in cellular neural networks (CNNs) [Forti,
2002]. It is thus necessary to explore the dynami-
cal property of such systems. We will investigate
how such a system with the tan−1(x) function series

generate 1-D-n-scroll, 2-D-m × n-grid-scroll and
3-D-m × n × l-grid-scroll multi-scroll chaotic
attractors. Then, based upon the properties of the
chaotic systems, we design simple feedback con-
trol laws to globally exponentially stabilize or syn-
chronize the chaotic systems. Further, we extend
the study of integer order multi-scroll chaotic
attractors to that of fractional order multi-scroll
chaotic attractors. It is shown that the inverse
trigonometric function, tan−1(x), can be used to
generate a series of fractional order, one-, two-
or three-directional multi-scroll chaotic attractors.
By designing simple feedback control laws, two
such fractional order chaotic attractors can be
synchronized. The fractional order chaotic sys-
tems can also be stabilized using simple feedback
control laws. Numerical simulations are presented
to demonstrate the applicability of theoretical
predictions.

2. Definition of the tan−1(x)
Function Series

Multi-piecewise linear functions [see Fig. 1(a)] have
been recently used in the study of cellular neu-
ral networks (CNNs) [Forti, 2002], which can be
replaced by the following infinitely differentiable,
tan−1(x) function series:

f(x) =
2
π

s∑
j=−r

tan−1(x + jτ), (1)

where the constant 2
π is used to normalize the

function; the parameter τ is a positive real num-
ber, while the parameters r and s are non-negative
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Fig. 1. (a) A multi-piecewise linear function and (b) f(x) = 2
π

P1
j=−1 tan−1(x + 50j).
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integers. The function f(x) is depicted in Fig. 1(b),
which indeed smoothens the multilevel piecewise
linear function [see Fig. 1(a)].

It will be shown in the next two sections that
when the function f(x) is added to a linear system,
multi-scroll chaotic attractors can be generated and
the maximal number of chaotic scrolls which can
be obtained is l = r + s + 2. For example, when
r = s = 2, the system can generate at most six
chaotic scrolls.

3. Design of 1-D-n-Scroll Chaotic
Attractors

The multi-scroll chaotic systems we will discuss can
be obtained by adding the tan−1(x) function series
to the following linear system [Lü et al., 2004]:

ẋ = y,

ẏ = z,

ż = −ax − by − cz.

(2)

Then the proposed model for 1-D chaos generator
is given by

ẋ = y,

ẏ = z,

ż = −ax − by − cz

+ ad


(r − s) +

2
π

s∑
j=−r

tan−1(x + jτ)


,

(3)

where a, b, c and d take positive real values, s and
r are non-negative integers, determining the maxi-
mum number of chaotic scrolls. For example, when
a = b = c = 0.65, d = 78.5398, and s = r = 0, we
obtain a double-scroll chaotic attractor, as shown
in Fig. 2.

It is easy to see that for the above given parame-
ter values, system (3) has three equilibrium points:
S0 = (0, 0, 0) — a saddle point of index one, and
S1,2 = (±78.5398, 0, 0) — two saddle points of index
two. Therefore, S1,2 are responsible for the genera-
tion of the double scrolls, whereas S0 is responsible
for the connection of the two chaotic scrolls. We can
also compute the Lyapunov exponents of the sys-
tem to verify the chaos. The Lyapunov exponents
for this case are: 0.0987,−0.0009 and −0.7478, indi-
cating that the motion is chaotic.

In order for system (3) to generate 1-D-n-scroll
chaotic attractors as many as possible, we first
need to obtain equilibrium points of the system as
many as possible. However, it is difficult to find the
exact value of d such that the number of equilib-
rium points reaches its maximum. We know that
limx→+∞ tan−1(x) = π

2 and limx→−∞ tan−1(x) =
−π

2 . To find the approximate value of d, we linearize
the tan−1(x) function, yielding

f(x) =




π

2
when x ≥ α,

π

2α
x, when −α < x < α,

−π

2
, when x ≤ −α,
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Fig. 2. Simulated phase portrait of a double-scroll chaotic attractor for system (3) when a = b = c = 0.65, d = 78.5398,
r = s = 0: (a) in the x–y–z space and (b) projected on the x–y plane.
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Fig. 3. Simulated phase portrait of 1-D-8-scroll chaotic attractor for system (4) when a = b = c = 0.7, d = 50, r = s = 3:
(a) in the x–y–z space and (b) projected on the x–y plane.

where α > 0. Using the above function to approxi-
mate tan−1(x), it is easy to show that when d =
τ
2 , the number of equilibrium points in the sys-
tem is approximately maximized. Thus, system (3)
becomes

ẋ = y,

ẏ = z,

ż = −ax − by − cz

+ a
τ

2


(r − s) +

s∑
j=−r

2
π

tan−1(x + jτ)


,

(4)

where a, b, c, and τ are positive real numbers. Obvi-
ously, when proper values of these coefficients are
chosen, system (4) can have (r+s+1) saddle points
of index one (denoted by Γx) and (r + s + 2) saddle
points of index two (denoted by Γ∗

x):

Γx ≈ {sτ, (s − 1)τ, . . . , rτ},

Γ∗
x ≈

{
(2s + 1)

τ

2
, (2s − 1)

τ

2
, . . . , (2r + 1)

τ

2

}
,

(5)

where the subscript x denotes the nonzero coor-
dinate of the saddle points. Equilibrium points in
the set Γ∗

x, which have corresponding eigenvalues
λ1 < 0 and λ2,3 = ξ ± ηi with ξ > 0 and η �= 0,
are responsible for the generation of the r + s + 2
scrolls. Equilibrium points in the set Γx, which have
corresponding eigenvalues λ1 > 0 and λ2,3 = ξ ± ηi
with ξ < 0 and η �= 0, are responsible for the con-
nection of the r + s + 2 scrolls. Thus, system (4)
can generate as many as r + s + 2 chaotic scrolls.

For example, when a = b = c = 0.7, d = 50,
s = r = 3, the corresponding tan−1(x) function
series can produce an 8-scroll chaotic attractor (see
Fig. 3). The corresponding Lyapunov exponents for
the system with these chosen parameter values are
0.0786,−0.0020,−0.7766, implying that the motion
is chaotic.

4. Design of 2-D-m × n-Grid-Scroll
Chaotic Attractors

To obtain 2-D-m × n-grid-scroll chaotic attractors,
we add two tan−1(x) function series to the first and
third equations of the same linear system (2) to
obtain a new system:

ẋ = y − τ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(y + jτ2)


,

ẏ = z,

ż = −ax − by − cz

+ a
τ1

2


(r1 − s1) +

s1∑
j=−r1

2
π

tan−1(x + jτ1)




+ b
τ2

2


(r2 − s2) +

2
π

s2∑
j=−r2

tan−1(y + jτ2)


,

(6)

where a, b, c, τ1 and τ2 take positive real values,
while r1, r2, s1, s2 are non-negative integers. Simi-
larly, based on the study of equilibrium points, we
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(a) (b)

Fig. 4. Simulated phase portrait of a 2-D-4 × 4-scroll chaotic attractor for system (6) when a = b = c = 0.5, τ1 = τ2 = 100,
r1 = r2 = s1 = s2 = 1: (a) in the x–y–z space and (b) projected on the x–y plane.

can show that the system can generate an m × n-
grid-scroll chaotic attractor, where m = r1 + s1 + 2
and n = r2 + s2 + 2. For example, setting a = b =
c = 0.5, τ1 = τ2 = 100, and r1 = r2 = s1 =
s2 = 1 in system (6), we get a 4 × 4-grid-scroll
chaotic attractors, as shown in Fig. 4. The corre-
sponding Lyapunov exponents of the system are:
0.1194,−0.0018,−0.6177, again indicating that the
motion is chaotic.

5. Design of 3-D-m × n × l-Grid-
Scroll Chaotic Attractors

3-D-m × n × l-grid-scroll chaotic attractors can
be similarly generated by adding three tan−1(x)

function series to the linear system (2) to obtain
the following system:

ẋ = y − τ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(y + jτ2)


,

ẏ = z − τ3

2


(r3 − s3) +

s3∑
j=−r3

2
π

tan−1(z + jτ3)


,

ż = −ax − by − cz

+ a
τ1

2


(r1 − s1) +

s1∑
j=−r1

2
π

tan−1(x + jτ1)




(a) (b)

Fig. 5. Simulated phase portrait of a 3-D-6 × 6 × 6-scroll chaotic attractor for system (7) when a = b = c = 0.8, τ1 = 160,
τ2 = 100, τ3 = 80, and r1 = r2 = r3 = s1 = s2 = s3 = 2: (a) in the x–y–z space; (b) projected on the x–y plane; (c) projected
on the x–z plane and (d) projected on the y–z plane.
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(c) (d)

Fig. 5. (Continued)

+ b
τ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(y + jτ2)




+ c
τ3

2


(r3 − s3) +

s3∑
j=−r3

2
π

tan−1(z + jτ3)


,

(7)

where a, b, c, τ1, τ2 and τ3 are positive real numbers,
and r1, r2, r3, s1, s2, s3 are non-negative integers.
This system can generate 3-D-(r1 + s1 + 2) × (r2 +
s2 + 2) × (r3 + s3 + 2) chaotic attractors, where
m = r1 + s1 +2, n = r2 + s2 +2 and l = r3 + s3 +2.
For example, choosing a = b = c = 0.8, τ1 = 160,
τ2 = 100, τ3 = 80, and r1 = r2 = r3 = s1 = s2 =
s3 = 2 in system (7), we obtain a 3-D-6 × 6 × 6-
grid-scroll chaotic attractor, as depicted in Fig. 5.
The three Lyapunov exponents for this case are
0.1409,−0.0055,−0.6167 showing that the motion
is chaotic.

In the following sections, we consider the
globally exponential synchronization for two same
type of systems, which have been discussed in
Secs. 3–5. We shall treat the stabilization of equi-
librium points in chaos control as a special case of
synchronization.

6. Synchronization and Stabilization
of 1-D-n-Scroll Chaotic
Attractors

Take system (3) as the driving system:

ẋd = yd, ẏd = zd,

żd = −axd − byd − czd

+ ad


(r − s) +

s∑
j=−r

2
π

tan−1(xd + jτ)


.

(8)

Then, the corresponding driven system is

ẋr = yr + u1(xd − xr, yd − yr, zd − zr),

ẏr = zr + u2(xd − xr, yd − yr, zd − zr),

żr = −axr − byr − czr

+ ad


(r − s) +

s∑
j=−r

2
π

tan−1(xr + jτ)




+ u3(xd − xr, yd − yr, zd − zr),

(9)

where ui’s are continuous, linear or nonlinear func-
tions of its variables, satisfying ui(0, 0, 0) = 0,
i = 1, 2, 3.

Let

ex = xd − xr, ey = yd − yr, ez = zd − zr.

Then, the error system can be written as

ėx = ey − u1(ex, ey , ez),

ėy = ez − u2(ex, ey, ez),

ėz = −aex − bey − cez

+
s∑

j=−r

2ad

π
f ′

j(ξj)ex − u3(ex, ey, ez),

(10)

where, by the intermediate value of theorem,
f ′

j(ξj)ex = tan−1(xd + jτ) − tan−1(xr + jτ) with
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min(xr, xd) < ξj < max(xr, xd). We will use the
property (tan−1(x))′ = 1

1+x2 ≤ 1 < +∞ to study
the globally exponential synchronization and glob-
ally exponential stability.

Assume that X∗ = (x∗, y∗, z∗) is any given
equilibrium point of (3). Let X = X − X∗ =
(x − x∗, y − y∗, z − z∗). Then system (10) can be
rewritten as

ẋ = y − u1(x, y, z), ẏ = z − u2(x, y, z),

ż = −ax − by − cz

+
s∑

j=−r

2ad

π
f ′

j(ηj)x − u3(x, y, z),

(11)

where ηj is a number between x and x∗, and
f ′

j(ηj)x = tan−1(x + jτ) − tan−1(x∗ + jτ).
Here, the basic idea we are applying is to choose

the possibly simplest feedback controls u1, u2 and
u3 such that the zero solution of system (10) or sys-
tem (11) is globally exponentially stabilized, and
thus systems (8) and (9) are globally exponentially
synchronized. Therefore, the equilibrium point X =
X∗ is globally exponentially stabilized.

Definition 6.1. With properly chosen feedback
controls ui, ∀xd(0), yd(0), zd(0) ∈ R3 and corre-
sponding xr(0), yr(0), zr(0) ∈ R3, if the zero
solution of (10) is globally exponentially stabilized
(globally asymptotically stabilized), then systems
(8) and (9) are said to be globally exponentially syn-
chronized (globally asymptotically synchronized).

Definition 6.2. With properly chosen feedback
controls ui, ∀xd(0), yd(0), zd(0) ∈ R3 and corre-
sponding xr(0), yr(0), zr(0) ∈ R3, if the zero solu-
tion of (11) is globally exponentially stabilized
(globally asymptotically stabilized), then the equi-
librium point X = X∗ of system (3) is said to be
globally exponentially stabilized (globally asymp-
totically stabilized).

Theorem 1. For system (9), choose the following
simple feedback control law :

u1 = δxex, u2 = δyey, u3 = δzez. (12)

Then, when one of the following conditions
holds:

(1) δx > 1, δy > 1,

δz > a + b − c +
2ad

π
(s + r + 1);

(2) δx > a +
2ad

π
(s + r + 1), δy > b + 1,

δz > 1 − c;

the zero solution of (10) is globally exponentially
stabilized, and thus systems (8) and (9) are globally
exponentially synchronized.

Proof. We construct the following positive definite,
radially unbounded vector Lyapunov function for
system (10):

V = (|ex|, |ey |, |ez |)T .

Evaluating the Dini derivative of V along the solu-
tion orbits of system (10), we obtain


D+|ex|
D+|ey|
D+|ez|




(10)

≤




−δx 1 0

0 −δy 1

a +
2ad

π
(s + r + 1) b −c − δz




×



|ex|
|ey|
|ez|


. (13)

Next, consider the following comparison equation
to (13):




η̇x

η̇y

η̇z


 =




−δx 1 0

0 −δy 1

a +
2ad

π
(s + r + 1) b −c − δz




×




ηx

ηy

ηz


 := A1




ηx

ηy

ηz


, (14)

which has the solution:


ηx(t)

ηy(t)

ηz(t)


 = eA1(t−t0)




ηx(t0)

ηy(t0)

ηz(t0)


.

From any of the conditions of Theorem 1 we
know that A1 is a Hurwitz matrix [Liao, 2001].
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Hence, there exist constants M1 ≥ 1 and α1 > 0
such that

‖eA1(t−t0)‖ ≤ M1e
−α1(t−t0).

By the comparison principal, we have∥∥∥∥∥∥∥∥



|ex(t)|
|ey(t)|
|ez(t)|



∥∥∥∥∥∥∥∥
≤

∥∥∥∥∥∥∥∥




ηx(t)

ηy(t)

ηz(t)



∥∥∥∥∥∥∥∥

≤ M1e
−α1(t−t0)

∥∥∥∥∥∥∥∥




ηx(t0)

ηy(t0)

ηz(t0)



∥∥∥∥∥∥∥∥
, (15)

indicating that the zero solution of system (10)
is globally exponentially stabilized. Therefore, by
Definition 6.1 we know that systems (8) and (9) are
globally exponentially synchronized. �

Next, we present a numerical example to
demonstrate the applicability of Theorem 1. Here
we choose δx = δy = 1.05 and δz = 34, satisfying
the conditions in Theorem 1. It is shown (see Fig. 6)
that, under the proposed control, the zero solution
of system (10) is globally exponentially stabilized
and thus systems (8) and (9) are globally exponen-
tially synchronized.

Remark 6.1. It should be noted that the control law
given in Eq. (12) is not the so-called “cancelation”
controller, since it does not cancel any terms on the
right-hand side of the error system (10), nor that of
the controlled system (9). In fact, substituting the
feedback control (12) into Eq. (9) yields the con-
trolled system:

ẋr = yr + δx(xd − xr),

ẏr = zr + δy(yd − yr),

żr = −axr − byr − czr + δz(zd − zr)

+ ad


(r − s) +

s∑
j=−r

2
π

tan−1(xr + jτ)


.

(16)

It is easy to see that the original terms yr and
zr in the first two equations of (16) are not can-
celed by the control terms. For the third equa-
tion, since the control gain δz is either greater than
a + b − c + 2ad

π (s + r + 1) or greater than 1 − c,
the control term −δzzr does not cancel the original
term −czr.

0 1 2 3 4 5
−4

−2

0

2

4

t

e
x

0 1 2 3 4 5
−1

−0.5

0

0.5

1

t

e
y

0  0.1 0.2 0.3 0.4 0.50.5
−12

−6

0 

6

12

t

e
z

Fig. 6. Time history of the error system (10) for a = b =
c = 0.65, d = 78.5398, r = s = 0 with the control law
given in Theorem 1, using the initial conditions, xd(0) = 5,
yd(0) = 1, zd(0) = 15 and xr(0) = 1, yr(0) = 2, zr(0) = 3,
when δx = δy = 1.05 and δz = 34.

However, if we choose the following linear
control law:

u1 = ey + ex,

u2 = ez + ey,

u3 = −(aex + bey + cez) + ez,

(17)
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then the linear terms on the right-hand side of the
error system (10) are all canceled and we obtain

ėx = −ex,

ėy = −ey,

ėx = −ez +
s∑

j=−r

2ad

π
f ′

j(ξj)ex.

(18)

It is easy to see that system (18) is globally asymp-
totically stable. Substituting this control into the
corresponding system (9) would cancel all the linear
terms on the right-hand side of this system. Hence,
control design (17) is indeed a cancelation control
law, which is not desirable from the view point of
control theory and should not be adopted.

Corollary 6.1. For any given equilibrium point
X = X∗ of system (8), choose the following feed-
back control law :

u1 = δxx, u2 = δyy, u3 = δzz. (19)

Then if one of the following conditions is satis-
fied :

(1) δx > 1, δy > 1,

δz > a + b − c +
2ad

π
(s + r + 1);

(2) δx > a +
2ad

π
(s + r + 1), δy > b + 1,

δz > 1 − c;

X∗ = (x∗, y∗, z∗) can be globally exponentially
stabilized.

To demonstrate the use of Corollary 6.1, we
present a numerical example by choosing δx = δy =
1.05 and δz = 34, which satisfy the conditions
in Corollary 6.1. It is shown [see Fig. 7(a)] that
under the proposed control law, all solution orbits
of system (11) globally exponentially converge to
the equilibrium point (0, 0, 0).

Remark 6.2. System (8) may have multiple equi-
librium points. However, when the feedback con-
trol law: u1 = δxx, u2 = δyy and u3 = δzz is
applied, which is designed for the equilibrium point
X∗ = (x∗, y∗, z∗), all the other equilibrium points
disappear. The only equilibrium point used for the
control design is globally exponentially stabilized.

Theorem 2. Choose the feedback control law :

u1 = δxex, u2 = δyey, u3 = δzez,

for system (9). Then under the following condi-
tions:

δx >
1
2

+
a

2b
+

ad

πb
(s + r + 1),

δy >
1
2
,

δz > −c +
ad

π
(s + r + 1) +

a

2
,

the zero solution of the error system (10) is
globally exponentially stabilized, and thus the two

−50 0 50 100 150 200
−0.5

0

0.5

1

1.5

x

y

E
.

−0.02 −0.01 0 0.01 0.02
−1

0

1

2

3

4

x

y

E .

(a) (b)

Fig. 7. (a) Trajectory of a double-scroll chaotic attractor for system (11) when a = b = c = 0.65, d = 78.5398, r = s = 0
with the control law given in Corollary 6.1-1 for δx = δy = 1.05 and δz = 34 convergent to the equilibrium point, E : (0, 0, 0)
and (b) trajectory of 1-D-8-scroll chaotic attractor for system (11) when a = b = c = 0.7, d = 50, r = s = 3 with the control
law given in Corollary 6.3 for δx = 160, δy = 1.8 and δz = 0.5 convergent to the equilibrium point, E : (0, 0, 0).
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systems (8) and (9) are globally exponentially
synchronized.

Proof. Construct the positive definite, radially
unbounded Lyapunov function for system (10):

V =
1
2

(
e2
x + e2

y +
e2
z

b

)

=




ex

ey

ez




T

P




ex

ey

ez


.

Let λm(P ) and λM (P ) denote the minimum
and maximum eigenvalues of

P =




1
2

0 0

0
1
2

0

0 0
1
2b




,

respectively. Then, we have

dV

dt

∣∣∣∣
(10)

≤ exey − δxe2
x − δye

2
y −

a

b
exez − c

b
e2
z +

2ad

πb
|exez|(r + s + 1) − 1

b
δze

2
z

≤ |exey| − δxe2
x − δye

2
y +

a

b
|exez| − c

b
e2
z +

2ad

πb
|exez|(r + s + 1) − 1

b
δze

2
z

≤



|ex|
|ey|
|ez |




T




−δx
1
2

a

2b
+

ad

bπ
(r + s + 1)

1
2

−δy 0

a

2b
+

ad

bπ
(r + s + 1) 0 −c + δz

b






|ex|
|ey|
|ez|




:=



|ex|
|ey|
|ez |




T

A2



|ex|
|ey|
|ez |




≤ λM (A2)(e2
x + e2

y + e2
z), (20)

where λM (A2) is the maximum eigenvalue of A2.
It follows from the conditions of Theorem 2 that
λM (A2) < 0. Thus,

dV

dt
≤ λM (A2)

λM (P )
λM (P )

(e2
x + e2

y + e2
z) ≤

λM (A2)
λM (P )

V,

implying that

V (X(t)) ≤ V (X(t0))e
λM (A2)

λM (P )
(t−t0)

.

Therefore,

e2
x(t) + e2

y(t) + e2
z(t)

≤ V (X(t))
λm(P )

≤ V (X(t0))
λm(P )

e
λM (A2)

λM (P )
(t−t0)

, (21)

indicating that the zero solution of (10) is glob-
ally exponentially stabilized, and thus systems (8)
and (9) are globally exponentially synchronized. �

Corollary 6.2. For any given equilibrium point
X = X∗ of system (8), choose the feedback control
law :

u1 = δxx, u2 = δyy, u3 = δzz.

If

δx >
1
2

+
a

2b
+

ad

πb
(s + r + 1), δy >

1
2
,

δz > −c +
ad

π
(s + r + 1) +

a

2
,
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then the equilibrium point of (8), X = X∗, is glob-
ally exponentially stabilized.

The proof of Corollary 6.2 is similar to that for
Theorem 2, and thus omitted.

Theorem 3. Take the same feedback control law :

u1 = δxex, u2 = δyey, u3 = δzez,

for system (9). Then, when

δx > a +
2ad

π
(r + s + 1),

δy = 1 + b, δz = 1 − c,

the zero solution of (10) is globally exponentially
stabilized, i.e. the two systems (8) and (9) are glob-
ally exponentially synchronized.

Proof. Construct the positive definite, radially
unbounded Lyapunov function for Eq. (10):

V = |ex| + |ey| + |ez |.

Then we obtain

D+V |(10) = ėx sign ex + ėy sign ey + ėz sign ez

≤ |ey| + |ez| − δx|ex| − δy|ey| − δz|ez|

− c|ez| + 2ad(r + s + 1)
π

|ex|

+ a|ex| + b|ey|

=
(
−δx + a +

2ad(r + s + 1)
π

)
|ex|

+ (−δy + b + 1)|ey|
+ (−δz − c + 1)|ez |

=
(
−δx + a +

2ad(r + s + 1)
π

)
|ex|,

(22)

implying that the zero solution of (10) is globally
exponentially stabilized with respect to the partial
variable ex.

Now we consider the coefficient matrix of the
linear part of system (10) with the feedback control
law given in Theorem 3:

A3 =



−δx 1 0

0 −δy 1

−a −b −1




from which we obtain the characteristic polynomial:

det(λI3 − A3)

= det



λ + δx −1 0

0 λ + 1 + b −1

a b λ + 1




= λ3 + (b + 2 + δx)λ2

+ [δx(b + 2) + 2b + 1]λ + δx(2b + 1) + a

:= λ3 + pλ2 + qλ + r.

It is well known that the sufficient and necessary
conditions for A3 being a Hurwitz matrix are

0 < p and 0 < r < pq.

Setting a = b, we obtain

pq = (b + 2 + δx)[δx(b + 2) + 2b + 1]

= (b + 2)(b + 1) + δx(b + 2)2 + b(b + 2)

+ δx(b + 1) + δ2
x(b + 2) + bδx

> δx(2b + 1) + b = r > 0. (23)

Equation (23) shows that A3 is a Hurwitz matrix.
On the other hand, the solution of (10) can be

written as


ex(t)

ey(t)

ez(t)


 = eA3(t−t0)




ex(t0)

ey(t0)

ez(t0)




+
∫ t

t0

eA3(t−τ)




0

0

s∑
j=−r

2ad

π
f ′(ξ)ex(τ)




dτ.

Since A3 is a Hurwitz matrix, there exist constants
M1 ≥ 1 and α1 > 0 such that

‖eA3(t−t0)‖ ≤ M1e
−α1(t−t0).
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Hence,∥∥∥∥∥∥∥∥




ex(t)

ey(t)

ez(t)



∥∥∥∥∥∥∥∥
≤ M1

∥∥∥∥∥∥∥∥




ex(t0)

ey(t0)

ez(t0)



∥∥∥∥∥∥∥∥

e−α1(t−t0)

+
∫ t

t0

M1e
−α1(t−τ) 2ad

π
(s + r + 1)

×‖ex(τ)‖dτ.

Using the property that ex(t) → 0 as t → ∞, we
can prove that ∀ ε > 0, ∃σ1 > 0, when ‖(ex(t0),
ey(t0), ez(t0))T ‖ ≤ σ1,

M1

∥∥∥∥∥∥∥∥




ex(t0)

ey(t0)

ez(t0)



∥∥∥∥∥∥∥∥

e−α1(t−t0) <
ε

3
.

In addition, for any t1 > t0, when ‖(ex(t0), ey(t0),
ez(t0))T ‖ ≤ σ1, we have∫ t1

t0

M1e
−α1(t−τ) 2ad

π
(s + r + 1)‖ex(τ)‖dτ <

ε

3

and∫ t

t1

M1e
−α1(t−τ) 2ad

π
(s + r + 1)‖ex(τ)‖dτ <

ε

3
.

Thus,∥∥∥∥∥∥∥∥




ex(t)

ey(t)

ez(t)



∥∥∥∥∥∥∥∥

≤ M1

∥∥∥∥∥∥∥∥




ex(t0)

ey(t0)

ez(t0)



∥∥∥∥∥∥∥∥

e−α1(t−t0)

+
∫ t1

t0

M1e
−α1(t−τ) 2ad

π
(s + r + 1)‖ex(τ)‖dτ

+
∫ t

t1

M1e
−α1(t−τ) 2ad

π
(s + r + 1)‖ex(τ)‖dτ

<
ε

3
+

ε

3
+

ε

3
= ε.

For any (ex(t0), ey(t0), ez(t0))T ∈ R3, it is easy to
see that

lim
t→∞M1

∥∥∥∥∥∥∥∥




ex(t0)

ey(t0)

ez(t0)



∥∥∥∥∥∥∥∥

e−α1(t−t0)

+ lim
t→∞

∫ t

t0

M1e
−α1(t−τ) 2ad

π
(s + r)‖ex(τ)‖dτ

= 0. (24)
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Fig. 8. Time history of the error system (10) for a = b =
c = 0.7, d = 50, r = s = 3 with the control law given in The-
orem 3, using the initial conditions, xd(0) = 2, yd(0) = 2,
zd(0) = 10 and xr(0) = 1, yr(0) = 5, zr(0) = 3, when
δx = 160, δy = 1.8 and δz = 0.5.
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Hence, the zero solution of (10) is globally asymp-
totically stabilized, and so systems (8) and (9) are
globally exponentially synchronized. �

To demonstrate the applicability of Theorem 3,
we show a numerical example. Choose δx = 160,
δy = 1.8 and δz = 0.5, satisfying the conditions
in this theorem. The simulations depicted in
Fig. 8 clearly indicate that the zero solution of
system (10) is globally exponentially stabilized and
thus systems (8) and (9) are globally exponentially
synchronized.

Corollary 6.3. For any equilibrium point X = X∗
of system (8), choose feedback control law :

u1 = δxx, u2 = δyy, u3 = δzz.

Then, when

δx > a +
2ad

π
(r + s + 1),

δy = 1 + b, δz = 1 − c,

X∗ can be globally exponentially stabilized.

A numerical simulation example is shown in
Fig. 7(b) to illustrate the usefulness of Corollary 6.3.
As δx = 160, δy = 1.8 and δz = 0.5 satisfying
the condition of Corollary 6.3, the solution orbit
of system (11) globally exponentially converges to
the equilibrium point (0, 0, 0).

7. Synchronization and Stabilization
of 2-D-m × n-Grid-Scroll Chaotic
Attractors

In this section, we consider 2-D chaotic attractors.
Assume that the driving system is given by

ẋd = yd − τ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yd + jτ2)


,

ẏd = zd,

żd = −axd − byd − czd

+
aτ1

2


(r1 − s1) +

s1∑
j=−r1

2
π

tan−1(xd + jτ1)




+
bτ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yd + jτ2)


,

(25)

and the corresponding driven system is

ẋr = yr − τ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yr + jτ2)




+ u1(ex, ey , ez),

ẏr = zr + u2(ex, ey, ez),

żr = −axr − byr − czr

+
aτ1

2


(r1 − s1) +

s1∑
j=−r1

2
π

tan−1(xr + jτ1)




+
bτ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yr + jτ2)




+ u3(ex, ey , ez).
(26)

Then the error system can be written as

ėx = ey − τ2

π

s2∑
j=−r2

f ′
2j(ξ2j)ey − u1(ex, ey , ez),

ėy = ez − u2(ex, ey , ez),

ėz = −aex − bey − cez +
aτ1

π

s1∑
j=−r1

f ′
1j(ξ1j)ex

+
bτ2

π

s2∑
j=−r2

f ′
2j(ξ2j)ey − u3(ex, ey , ez),

(27)

where, f ′
1j(ξ1j)ex = tan−1(xd + jτ1) − tan−1(xr +

jτ1), min(xr, xd) < ξ1j < max(xr, xd), f ′
2j(ξ2j)ey =

tan−1(yd +jτ2)−tan−1(yr +jτ2), and min(yr, yd) <
ξ2j < max(yr, yd).

Theorem 4. In system (26), choose the following
control law :

u1 = δxex, u2 = δyey, u3 = δzez.

If one of the following conditions is satisfied :

(1) δx > 1 +
τ2

π
(s2 + r2 + 1), δy > 1,

δz > a +
aτ1

π
(s1 + r1 + 1) + b

+
bτ2

π
(s2 + r2 + 1) − c;
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(2) δx > a +
aτ1

π
(s1 + r1 + 1),

δy > 1 +
τ2

π
(s2 + r2 + 1) + b

+
bτ2

π
(s2 + r2 + 1),

δz > 1 − c;

then the zero solution of (27) is globally exponen-
tially stabilized, and thus systems (25) and (26) are
globally exponentially synchronized.

Proof. Construct the positive definite, radially
unbounded vector Lyapunov function:

V = (|ex|, |ey|, |ez |)T ,

and then we have

D+V |(27) =




D+|ex|
D+|ey|
D+|ez |




(27)

≤




−δx 1 +
τ2

π
(s2 + r2 + 1) 0

0 −δy 1

a +
aτ1

π
(s1 + r1 + 1) b +

bτ2

π
(s2 + r2 + 1) −δz − c






|ex|
|ey|
|ez|




:= A4



|ex|
|ey|
|ez |


. (28)

Consider the comparison equation of (28), given by




η̇x

η̇y

η̇z


 =




−δx 1 +
τ2

π
(s2 + r2 + 1) 0

0 −δy 1

a +
aτ1

π
(s1 + r1 + 1) b +

bτ2

π
(s2 + r2 + 1) −δz − c







ηx

ηy

ηz


 := A4




ηx

ηy

ηz


. (29)

The solution of Eq. (29) is


ηx(t)

ηy(t)

ηz(t)


 = eA4(t−t0)




ηx(t0)

ηy(t0)

ηz(t0)


.

From the given conditions we know that A4 is a
Hurwitz matrix. Thus, there exist constants M4 ≥ 1
and α4 > 0 satisfying

‖eA4(t−t0)‖ ≤ M4e
−α4(t−t0).

By the comparison principle we have that

‖(|ex(t)|, |ey(t)|, |ez(t)|)T ‖
≤ ‖(ηx(t), ηy(t), ηz(t))T ‖
≤ M4e

−α4(t−t0)‖(ηx(t0), ηy(t0), ηz(t0))T ‖,
(30)

implying that the conclusion of Theorem 4 is
true. �

To demonstrate the applicability of Theorem 4,
we present two numerical examples here. For the
first condition of Theorem 4, take δx = 100, δy =
1.05 and δz = 100. It is shown (see Fig. 9) that
under the proposed control law, the zero solution
of (27) is globally exponentially stabilized, thus
systems (25) and (26) are globally exponentially
synchronized. For the second condition, we choose
δx = 50, δy = 150 and δz = 0.8. Similar result is
obtained, as shown in Fig. 10.

Corollary 7.1. For any given equilibrium point
X = X∗ of system (25), if we choose the follow-
ing feedback control law :

u1 = δxx, u2 = δyy, u3 = δzz,
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t

e
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Fig. 9. Time history of the error system (27) for a = b =
c = 0.5, τ1 = τ2 = 100, r1 = r2 = s1 = s2 = 1 with the con-
trol law given in Theorem 4-1, using the initial conditions,
xd(0) = 20, yd(0) = 5, zd(0) = 5 and xr(0) = 15, yr(0) = 4,
zr(0) = 8, when δx = 100, δy = 1.05 and δz = 100.

where δx, δy and δz satisfy the conditions in Theo-
rem 4, then the zero solution of the following error
system:

ẋ = y − τ2

π

s2∑
j=−r2

f ′
2j(η2j)y − u1(x, y, z),

ẏ = z − u2(x, y, z),

ż = −ax − by − cz +
aτ1

π

s1∑
j=−r1

f ′
1j(η1j)x

+
bτ2

π

s2∑
j=−r2

f ′
2j(η2j)y − u3(x, y, z),

(31)

0 0.05 0.1 0.15 0.2
−3

−2

−1

0

1

2

3

t

e
x

0 0.01 0.02 0.03 0.04 0.05 0.06
−0.5

0

0.5

1

1.5

2

t

e
y

0 1 2 3 4 5
−1

−0.8

−0.6

−0.4

−0.2

0

t

e
z

Fig. 10. Time history of the error system (27) for a = b =
c = 0.5, τ1 = τ2 = 100, r1 = r2 = s1 = s2 = 1 with
the control law given in Theorem 4-2, using the initial con-
ditions, xd(0) = 15, yd(0) = 1, zd(0) = 5 and xr(0) = 12,
yr(0) = −1, zr(0) = 6, when δx = 50, δy = 150 and δz = 0.8.
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(a) (b)

Fig. 11. Trajectory of a 2-D-4 × 4-scroll chaotic attractor for system (31) when a = b = c = 0.5, τ1 = τ2 = 100,
r1 = r2 = s1 = s2 = 1: (a) with the control law given in Corollary 7.1-1 for δx = 100, δy = 1.05 and δz = 100 conver-
gent to the equilibrium point, E : (0, 0, 0) and (b) with the control law given in Corollary 7.1-2 for δx = 50, δy = 150 and
δz = 0.8 convergent to the equilibrium point, E : (0, 0, 0).

is globally exponentially stabilized, i.e. the equilib-
rium point X∗ = (x∗, y∗, z∗) is globally exponen-
tially stabilized.

For Corollary 7.1, we show a numerical exam-
ple with the values of δx, δy and δz chosen as the
same with that for Figs. 9 and 10. The simulation
results (see Fig. 11) show that solution curves
of system (31) globally exponentially converge to
the equilibrium point (0, 0, 0) under the proposed
controls.

Theorem 5. In system (27), choose the control
law :

u1 = δxex, u2 = δyey, u3 = δzez.

If the following conditions

δx > 1 +
τ2

2π
(s2 + r2 + 1)

+
τ1

2π
(s1 + r1 + 1),

δy > 1 +
τ2

2π
(s2 + r2 + 1)

+
bτ2

2aπ
(s2 + r2 + 1) +

b

2a
,

and

δz > a +
b

2
+

aτ1

2π
(r1 + s1 + 1)

+
bτ2

2π
(r2 + s2 + 1) − c,

are satisfied, then the zero solution of (27) is
globally exponentially stabilized, and so the two
systems (25) and (26) are globally exponentially
synchronized.

Proof. Construct the positive definite, radially
unbounded Lyapunov function:

V =
1
2

(
e2
x + e2

y +
e2
z

a

)
.

Then, we have

dV

dt

∣∣∣∣
(27)

≤ −δxe2
x + exey +

τ2

π
(s2 + r2 + 1)|ex||ey| + eyez − δye

2
y − exez − b

a
eyez

− c

a
e2
z −

δze
2
z

a
+

τ1

π
(s1 + r1 + 1)|ex||ez | + bτ2

aπ
(s2 + r2 + 1)|ey ||ez |

≤



|ex|
|ey|
|ez|




T

A5



|ex|
|ey|
|ez |


,
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where

A5 :=




−δx
1
2

+
τ2

2π
(s2 + r2 + 1)

1
2

+
τ1

2π
(s1 + r1 + 1)

1
2

+
τ2

2π
(s2 + r2 + 1) −δy

1
2

+
b

2a
+

bτ2

2aπ
(s2 + r2 + 1)

1
2

+
τ1

2π
(s1 + r1 + 1)

1
2

+
b

2a
+

bτ2

2aπ
(r2 + s2 + 1) − c

a
− δz

a



.

From the given conditions we know that A5 is
negative definite. Similar to the proof of Theorem 2,
it is easy to prove that

e2
x(t) + e2

y(t) + e2
z(t)

≤ V (X(t))
λm(P )

≤ V (X(t0))
λm(P )

e
λM (A5)

λM (P )
(t−t0)

, (32)

which implies that the conclusion of Theorem 5
holds. �

Corollary 7.2. For any given equilibrium point
X = X∗ of system (25), when the conditions in
Theorem 5 hold, the zero solution of system (31)
is globally exponentially stable. Thus the equilib-
rium point X = X∗ of (25) is globally exponentially
stabilized.

8. Synchronization and Stabilization
of 3-D-m × n × l-Grid-Scroll
Chaotic Attractors

Next, consider 3-D chaotic attractors. The driving
system can be written as

ẋd = yd − τ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yd + jτ2)


,

ẏd = zd − τ3

2


(r3 − s3) +

s3∑
j=−r3

2
π

tan−1(zd + jτ3)


,

żd = −axd − byd − czd

+
aτ1

2


(r1 − s1) +

s1∑
j=−r1

2
π

tan−1(xd + jτ1)




+
bτ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yd + jτ2)




+
cτ3

2


(r3 − s3) +

s2∑
j=−r2

2
π

tan−1(zd + jτ3)


,

(33)

and the corresponding driven system with control
laws is given by

ẋr = yr − τ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yr + jτ2)




+ u1(ex, ey, ez),

ẏr = zr − τ3

2


(r3 − s3) +

s3∑
j=−r3

2
π

tan−1(zr + jτ3)




+ u3(ex, ey, ez),

żr = −axr − byr − czr

+
aτ1

2


(r1 − s1) +

s1∑
j=−r1

2
π

tan−1(xr + jτ1)




+
bτ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yr + jτ2)




+
cτ3

2


(r3 − s3) +

s3∑
j=−r3

2
π

tan−1(zr + jτ3)




+ u3(ex, ey, ez).

(34)

Then, the error system is obtained as

ėx = ey − τ2

π

s2∑
j=−r2

f ′
2j(ξ2j)ey − u1(ex, ey, ez),

ėy = ez − τ3

π

s3∑
j=−r3

f ′
3j(ξ3j)ez − u2(ex, ey, ez),
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ėz = −aex − bey − cez +
aτ1

π

s1∑
j=−r1

f ′
1j(ξ1j)ex

+
bτ2

π

s2∑
j=−r2

f ′
2j(ξ2j)ey

+
cτ3

π

s3∑
j=−r3

f ′
3j(ξ3j)ez − u3(ex, ey, ez),

(35)

where, f ′
1j(ξ1j)ex = tan−1(xd + jτ1) − tan−1(xr +

jτ1), min(xr, xd) < ξ1j < max(xr, xd), f ′
2j(ξ2j)ey =

tan−1(yd + jτ2) − tan−1(yr + jτ2),min(yr, yd) <
ξ2j < max(yr, yd), f ′

3j(ξ3j)ez = tan−1(zd + jτ3) −
tan−1(zr + jτ3), and min(zr, zd)< ξ3j < max(zr, zd).

Theorem 6. In system (34), choose the control
law :

u1 = δxex, u2 = δyey, u3 = δzez.

If for properly chosen δx ≥ 0, δy ≥ 0 and δz ≥ 0,

A6 =




−δx 1 +
τ2

π
(s2 + r2 + 1) 0

0 −δy 1 +
τ3

π
(s3 + r3 + 1)

aτ1

π
(s1 + r1 + 1) + a

bτ2

π
(s2 + r2 + 1) + b −δz − c +

cτ3

π
(s3 + r3 + 1)




is a Hurwitz matrix, then the zero solution of (35) is globally exponentially stable. Thus, systems (33)
and (34) are globally exponentially synchronized.

Proof. Construct the positive definite, radially unbounded vector Lyapunov function:

V = (|ex|, |ey |, |ez |)T .

We have

D+V |(35) =




D+|ex|
D+|ey|
D+|ez |


 ≤




−δx 1+
τ2

π
(s2 + r2 + 1) 0

0 −δy 1+
τ3

π
(s3 + r3 + 1)

aτ1

π
(s1 + r1 + 1)+ a

bτ2

π
(s2 + r2 + 1)+ b −δz − c+

cτ3

π
(s3 + r3 +1)






|ex|
|ey|
|ez |




:= A6



|ex|
|ey|
|ez |


. (36)

Consider the comparison equation of (36), given by




η̇x

η̇y

η̇z


 =




−δx 1 +
τ2

π
(s2 + r2 + 1) 0

0 −δy 1 +
τ3

π
(s3 + r3 + 1)

aτ1

π
(s1 + r1 + 1) + a

bτ2

π
(s2 + r2 + 1) + b −δz − c +

cτ3

π
(s3 + r3 + 1)







ηx

ηy

ηz




:= A6




ηx

ηy

ηz


. (37)
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Since A6 is a Hurwitz matrix, there exist constants
α6 > 0 and M6 ≥ 1 satisfying

‖(|ex|, |ey |, |ez |)T ‖

≤ ‖(ηx, ηy, ηz)T ‖

≤ M6e
−α6(t−t0)‖(ηx(t0), ηy(t0), ηz(t0))T ‖.

The proof is complete. �

To show the applicability of Theorem 6, we
present a numerical example with δx = 165, δy =
130 and δz = 440, satisfying the conditions in The-
orem 6. It can be seen from Fig. 12 that under
the proposed control law, the zero solution of sys-
tem (35) is globally exponentially stabilized and
thus systems (33) and (34) are globally exponen-
tially synchronized.

Theorem 7. In system (34), choose the same con-
trol law as used in Theorem 6. If

A7 =

2
66666666664

−δx
1

2
+

τ2
2π

(s2 + r2 + 1)
1

2
+

τ1
2π

(s1 + r1 + 1)

1

2
+

τ2
2π

(s2 + r2 + 1) −δy
a + b

2a
+

τ3
2π

(s3 + r3 + 1) +
bτ2
2aπ

(s2 + r2 + 1)

1

2
+

τ1
2π

(s1 + r1 + 1)
a + b

2a
+

τ3
2π

(s3 + r3 + 1) +
bτ2
2aπ

(s2 + r2 + 1) − c

a
+

cτ3
aπ

(s3 + r3 + 1) − δz

a

3
77777777775

is a Hurwitz matrix, then the zero solution of system (35) is globally exponentially stable. Thus, systems (33)
and (34) are globally exponentially synchronized.

Proof. We again use the Lyapunov function:

V =
1
2

(
e2
x + e2

y +
e2
z

a

)
,

and then we have
dV

dt

∣∣∣∣
(35)

≤ |exey| + τ2

π
(s2 + r2 + 1)|exey| − δxe2

x + |eyez| + τ3

π
(s3 + r3 + 1)|eyez |

− δye
2
y + |exez| + b

a
|eyez| − c

a
e2
z +

τ1

π
(s1 + r1 + 1)|exez|

+
bτ2

aπ
(s2 + r2 + 1)|eyez| + cτ3

aπ
(s3 + r3 + 1)e2

z −
1
a
δze

2
z

:=



|ex|
|ey|
|ez|




T

A7



|ex|
|ey|
|ez|


, (38)

from which the following estimation is obtained:

e2
x(t) + e2

y(t) + e2
z(t)

≤ V (X(t))
λm(P )

≤ V (X(t0))
λm(P )

e
λM (A7)

λM (P )
(t−t0)

,

where the definitions of λM (P ), λm(P ) and λM (A7)
are similar to those used in Theorem 2. Thus, the
conclusion is true. �

Corollary 8.1. If the conditions given in Theo-
rems 6 and 7 hold, then the zero solution of the

following error system:

ẋ = −δxx + y − τ2

π

s2∑
j=−r2

f ′
2j(η2j)y,

ẏ = −δyy − τ3

π

s3∑
j=−r3

f ′
3j(η3j)z,

ż = −(δz + c)z − ax − by +
aτ1

π

s1∑
j=−r1

f ′
1j(η1j)x
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+
bτ2

π

s2∑
j=−r2

f ′
2j(η2j)y +

cτ3

π

s3∑
j=−r3

f ′
3j(η3j)z,

(39)

is globally exponentially stable. Thus the equilibrium
point X = X∗ is globally exponentially stabilized.

0 0.01 0.02 0.03 0.04 0.05
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−1

0

1
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e
x

0 0.01 0.02 0.03 0.04 0.05
−10

−5

0

5

10

t

e
y

0 0.005 0.01 0.015
−3

−2

−1

0

1

2

3

t

e
z

Fig. 12. Time history of the error system (35) for a = b =
c = 0.8, τ1 = 160, τ2 = 100, τ3 = 80, r1 = r2 = s1 = s2 = 2
with the control law given in Theorem 6, using the initial
conditions, xd(0) = 11, yd(0) = 12, zd(0) = 1 and xr(0) = 8,
yr(0) = 2, zr(0) = 4, when δx = 165, δy = 130 and δz = 440.

(a)

−0.05 0 0.05 0.1 0.15
−0.3

−0.2

−0.1

0

0.1

x

y

E .

(b)

−0.05 0 0.05 0.1 0.15
−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

x

y

E
.

Fig. 13. Trajectory of a 3-D-6×6×6-scroll chaotic attractor
for system (39) when a = b = c = 0.8, τ1 = 160, τ2 = 100,
τ3 = 80, and r1 = r2 = r3 = s1 = s2 = s3 = 2 with the
control law given in Corollary 8.1: (a) for δx = 165, δy = 130
and δz = 440 convergent to the equilibrium point, E : (0, 0, 0)
and (b) for δx = 210, δy = 300 and δz = 250 convergent to
the equilibrium point, E : (0, 0, 0).

To end this section, we present a numerical
example to demonstrate the applicability of Corol-
lary 8.1. The simulations are shown in Fig. 13. For
the results shown in Fig. 13(a), we choose δx = 165,
δy = 130 and δz = 440, satisfying one condi-
tion of Corollary 8.1 (the condition of Theorem 6);
while for that in Fig. 13(b), we choose δx = 210,
δy = 300 and δz = 250, satisfying the other condi-
tion of Corollary 8.1 (the condition of Theorem 7).
These two figures indicate that under the proposed
controls, the solution orbits of system (39) glob-
ally exponentially converge to the equilibrium point
(0, 0, 0).

9. Fractional Order Multi-Scroll
Chaotic Attractors

In this section, we investigate fractional order multi-
scroll chaotic attractors. We first introduce the
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definition of fractional derivative. Since this defi-
nition is not unique, we adopt the most commonly
used one in this article, which is given by

Dαy(t) = Jm−α dm

dtm
y(t), (40)

where dm

dtm y(t) is the general definition of mth-order
derivative, α > 0, and m = �α� = min{m ∈ R |m ≥
α}. Here, the β-order Riemann–Liouville integral
operator, Jβ, is given by

Jβz(t) =

∫ t

0
(t − τ)β−1z(τ)dτ

Γ(β)
, for β > 0.

In the previous sections, we have investigated the
three-dimensional integer order differential systems
in the form of

Dx(t) = f1(x, y, z),

Dy(t) = f2(x, y, z),

Dz(t) = f3(x, y, z).

(41)

The corresponding fractional order system can be
written as

Dα1x(t) = f1(x, y, z),

Dα2y(t) = f2(x, y, z),

Dα3x(t) = f3(x, y, z),

(42)

where αi ∈ (0, 1), i = 1, 2, 3, are the orders of the
fractional order differential equations.

9.1. Design of fractional order
1-D-n-scroll chaotic attractors

We first consider the design of 1-D chaos generator
using fractional order differential system. The cor-
responding fractional order system of (3) is given by

Dα1x(t) = y,

Dα2y(t) = z,

Dα3x(t) = −ax − by − cz

+ ad


(r − s) +

2
π

s∑
j=−r

tan−1(x + jτ)


,

(43)

where αi ∈ (0, 1), i = 1, 2, 3, a, b, c and d take
positive real values. As discussed in the previous
sections, the maximum number of chaotic scrolls is
determined by the non-negative integers s and r.

Next, we use numerical simulations to verify the
existence of the fractional order 1-D-n-scroll chaotic
attractors. Our first example is to create a fractional
order double-scroll chaotic attractor. Thus, we let
r = s = 0. All the other parameters are chosen as
follows:

a = b = c = 0.7, d = 65, r = s = 0,

α1 = 0.98, α2 = 0.97, α3 = 0.98.

As shown in Fig. 14, with the above chosen parame-
ter values, the fractional order system (43) exhibits
double-scroll chaotic behavior.

A 1-D-6-scroll chaotic attractor can be created
by choosing r = s = 2. For example, by taking

−100

0

100

−100

0

100
−50

0

50

xy

z

−200 −100 0 100 200
−100

−50

0

50

100

x

y

(a) (b)

Fig. 14. Simulated phase portrait of a fractional order double-scroll chaotic attractor for system (43) when a = b = c = 0.7,
d = 65, r = s = 0, α1 = 0.98, α2 = 0.97, α3 = 0.98: (a) in the x–y–z space and (b) projected on the x–y plane.
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Fig. 15. Simulated phase portrait of a fractional order double-scroll chaotic attractor for system (43) when a = b = c = 0.7,
d = 65, r = s = 2, α1 = 0.98, α2 = 0.99, α3 = 0.99: (a) in the x–y–z space and (b) projected on the x–y plane.

a = b = c = 0.7, d = 65, α1 = 0.98, α2 = 0.99,
α3 = 0.99, for system (43), we obtain a one-
dimensional chaotic attractor with six scrolls, as
shown in Fig. 15.

9.2. Design of fractional order
2-D-m × n-grid-scroll chaotic
attractors

In order to create a fractional order chaotic attrac-
tor with 2-directional m × n-grid scrolls, we apply
the fractional derivative to (6) and obtain the fol-
lowing fractional order differential system:

Dα1x(t)

= y − τ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(y + jτ2)


,

Dα2y(t) = z,

Dα3x(t)

= −ax − by − cz

+ a
τ1

2


(r1 − s1) +

s1∑
j=−r1

2
π

tan−1(x + jτ1)




+ b
τ2

2


(r2 − s2) +

2
π

s2∑
j=−r2

tan−1(y + jτ2)


,

(44)

where parameters a, b, c, τ1, τ2 and τ3 are all taken
positive, and the number of scrolls that system (44)
can generate depends on non-negative integers r1

and r2. As discussed previously m = r1 + s1 + 2
and n = r2 + s2 + 2. In (44), αi ∈ (0, 1), i = 1,
2, 3, are the orders of the fractional order differen-
tial equations.

System (44) exhibits rich dynamical phenom-
ena with properly chosen parameter values. For
example, if we let

a = b = c = 0.5,

τ1 = τ2 = 100,

r1 = r2 = s1 = s2 = 1,

α1 = α2 = α3 = 0.99,

as shown in Fig. 16, a 2-D-4×4-scroll chaotic attrac-
tor is generated.

9.3. Design of fractional order
3-D-m × n × l-grid-scroll
chaotic attractors

The fractional order 3-D-m×n×l-grid-scroll chaotic
attractor generator can be similarly obtained by
applying fractional derivative to system (7), yield-
ing the system,

Dα1x(t)

= y − τ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(y + jτ2)


,
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Fig. 16. Simulated phase portrait of a 2-D-4×4-scroll chaotic attractor for system (44) when a = b = c = 0.5, τ1 = τ2 = 100,
r1 = r2 = s1 = s2 = 1, α1 = α2 = α3 = 0.99: (a) in the x–y–z space and (b) projected on the x–y plane.
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Fig. 17. Simulated phase portrait of a 3-D-4 × 2 × 2-grid-scroll fractional order chaotic attractor for system (45) when
a = b = c = 0.5, τ1 = τ2 = τ3 = 100, r1 = s1 = 1, r2 = s2 = 0, r3 = s3 = 0, α1 = 0.99, α2 = 0.99, α3 = 0.998: (a) in the
x–y–z space, (b) projected on the x–y plane, (c) projected on the x–z plane and (d) projected on the y–z plane.
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Dα2y(t)

= z − τ3

2


(r3 − s3) +

s3∑
j=−r3

2
π

tan−1(z + jτ3)


,

Dα3z(t)

= −ax − by − cz

+ a
τ1

2


(r1 − s1) +

s1∑
j=−r1

2
π

tan−1(x + jτ1)




+ b
τ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(y + jτ2)




+ c
τ3

2


(r3 − s3) +

s3∑
j=−r3

2
π

tan−1(z + jτ3)


,

(45)

where a, b, c, τ1, τ2 and τ3 are positive real num-
bers, r1, r2, r3, s1, s2, s3 are non-negative integers,
and αi ∈ (0, 1), i = 1, 2, 3, are the orders of the frac-
tional order differential equations. The maximum
number of grid chaotic scrolls that system (45) can
generate is (r1 + s1 + 2) × (r2 + s2 + 2) × (r3 +
s3 + 2), i.e. m = r1 + s1 + 2, n = r2 + s2 + 2
and l = r3 + s3 + 2.

Next, we investigate the chaotic behaviors
of system (45) using numerical simulations. By
choosing

a = b = c = 0.5, τ1 = τ2 = τ3 = 100,

r1 = s1 = 1, r2 = s2 = 0, r3 = s3 = 0,

α1 = 0.99, α2 = 0.99, α3 = 0.998,

we obtain a chaotic trajectory from the fractional
order system (45), with 3-D-4 × 2 × 2-grid scrolls
(see Fig. 17).

10. Synchronization and
Stabilization of Fractional Order
Multi-Scroll Chaotic Attractors

In this section, we consider synchronization and sta-
bilization of the fractional order multi-scroll chaotic
attractors by constructing simple control laws. In
Secs. 6–8, the integer order multi-scroll chaotic
attractors have been synchronized and stabilized

using feedback control strategies. Here, we extend
the feedback control method to study synchro-
nization and stabilization of the fractional order
multi-scroll chaotic attractors which are obtained
in Sec. 9.

In general, a three-dimensional fractional order
system has the form

Dα1x(t) = f1(x, y, z),

Dα2y(t) = f2(x, y, z),

Dα3x(t) = f3(x, y, z),

(46)

where αi ∈ (0, 1), for i = 1, 2, 3. We can solve the
following equations:

f1(x, y, z) = 0,

f2(x, y, z) = 0,

f3(x, y, z) = 0,

(47)

to obtain the equilibrium point, denoted as
(x∗, y∗, z∗). To study the stability of system (46),
we evaluate its corresponding Jacobian matrix at
equilibrium point (x∗, y∗, z∗) to obtain

M =




∂f1

∂x

∂f1

∂y

∂f1

∂z

∂f2

∂x

∂f2

∂y

∂f2

∂z

∂f3

∂x

∂f3

∂y

∂f3

∂z




∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(x=x∗,y=y∗,z=z∗)

.

Theorem 8 [Matignon, 1996; Ahmed et al., 2007]. If
the eigenvalues of the Jacobian matrix M satisfy

arg(λ) ≥ πθ

2
, (48)

where θ = max(α1, α2, α3), then the equilibrium
point (x∗, y∗, z∗) is asymptotically stable.

For a linear fractional order differential system,
its stability region is bounded by a cone in the right-
half s-plane with an angle of ±πθ

2 . The vertex of the
cone is at the origin [Matignon, 1996]. The stability
and instability regions of the fractional order sys-
tem (46), with α1 = α2 = α3 = α in the complex
plane are shown in Fig. 18.
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Fig. 18. Stability region in the complex plane for fractional
order system (46) when α1 = α2 = α3 = α.

10.1. Synchronization and
stabilization of fractional
order 1-D-n-scroll chaotic
attractors

In this section, we construct simple feedback con-
trol laws to realize the synchronization and stabi-
lization of the fractional order 1-D-n-scroll chaotic
attractors. We first consider the synchronization of
two such systems. One of the systems serves as the
driving system (transmitter), which is given by

Dα1xd(t) = yd,

Dα2yd(t) = zd,

Dα3zd(t)

= −axd − byd − czd

+ ad


(r − s) +

2
π

s∑
j=−r

tan−1(xd + jτ)


,

(49)

with the corresponding driven system obtained as

Dα1xr(t) = yr + u1(xd − xr, yd − yr, zd − zr),

Dα2yr(t) = zr + u2(xd − xr, yd − yr, zd − zr),

Dα3zr(t)

= −axr − byr − czr

+ ad


(r − s) +

2
π

s∑
j=−r

tan−1(xr + jτ)




+ u3(xd − xr, yd − yr, zd − zr),

(50)

where ui’s are the controls to be designed.

The difference between the driving system and
the driven system is defined by ex = xd − xr,
ey = yd − yr and ez = zd − zr. Thus, the error
system is given by

Dα1ex = ey − u1(ex, ey, ez),

Dα2ey = ez − u2(ex, ey, ez),

Dα3ez = −aex − bey − cez

+
s∑

j=−r

2ad

π
f ′

j(ξj)ex − u3(ex, ey, ez).

(51)

Theorem 9. Applying the following simple linear
feedback control law :

u1 = δxex, u2 = δyey, u3 = δzez, (52)

to system (51), if one of the following conditions
holds:

(1) δx > 1, δy > 1,

δz > a + b − c +
2ad

π
(s + r + 1);

(2) δx > a +
2ad

π
(s + r + 1), δy > b + 1,

δz > 1 − c;

then the zero solution of (51) is stabilized, and as
such the driving-driven system pairs (49) and (50)
are synchronized.

Proof. Evaluating the Jacobian matrix of the error
system (51) yields

JF1D =




−δx 1 0

0 −δy 1

−a +
2ad

π

s∑
j=−r

f ′
j(ξj) −b −c − δz



.

(53)

Then, we apply the Gersgorin’s Theorem to row
sums. It is obvious that when condition (1) holds, all
eigenvalues of JF1D are located in the left half of the
s-plane. Similarly, by applying the Gersgorin’s The-
orem to column sums, we can prove that when con-
dition (2) holds, all eigenvalues of JF1D are located
in the left half of the s-plane. Since

arg(λ) ≥ πθ

2
,
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where θ = max(α1, α2, α3), then according to Theo-
rem 8, the zero solution of system (51) is stabilized
and hence the driving system (49) and its corre-
sponding driven system (50) are synchronized. �

Next, we use numerical simulations to verify the
effectiveness of the control laws in Theorem 9. As
shown in Fig. 19, when δx = 4, δy = 4 and δz = 300

0 1 2 3 4 5
−30

−20

−10

0

10

20

30

t

e
x

0 1 2 3 4 5
−40

−20

0

20

40

t

e
y

Fig. 19. Time history of the error system (51) for a = b =
c = 0.7, d = 65, r = s = 2, α1 = 0.98, α2 = α3 = 0.99 with
the control law given in Theorem 9, using the initial condi-
tions, xd(0) = 26, yd(0) = 32, zd(0) = −30 and xr(0) = 3,
yr(0) = 2, zr(0) = 8, when δx = 4, δy = 4 and δz = 300.

(i.e. condition 1 of Theorem 9 is satisfied), the zero
solution of the error system (51) is stabilized and
thus its corresponding driving-driven system pair,
(49) and (50), is synchronized.

Let X = X − X∗ = (x − x∗, y − y∗, z − z∗),
where X∗ = (x∗, y∗, z∗) is any equilibrium point of
system (43). Then system (51) can be rewritten as

Dα1x = y − u1(x, y, z),

Dα2y = z − u2(x, y, z),

Dα3z = −ax − by − cz

+
s∑

j=−r

2ad

π
f ′

j(ηj)x − u3(x, y, z).

(54)

Corollary 10.1. Apply the following feedback con-
trol law :

u1 = δxx, u2 = δyy, u3 = δzz (55)

to system (54) with respect to any given equilibrium
X = X∗, then either of the following conditions

(1) δx > 1, δy > 1,

δz > a + b − c +
2ad

π
(s + r + 1);

(2) δx > a +
2ad

π
(s + r + 1), δy > b + 1,

δz > 1 − c;

guarantees the stability of X∗ = (x∗, y∗, z∗).

To show the applicability of Corollary 10.1, we
present a numerical example, for which we choose
δx = 4, δy = 4 and δz = 300, satisfying the first
condition of Corollary 10.1. As indicated in Fig. 20,
under the given control law, the trajectory of sys-
tem (54) converges to the equilibrium point (0, 0, 0).

10.2. Synchronization and
stabilization of fractional
order 2-D-m × n-grid-scroll
chaotic attractors

Next, we consider synchronization and stabilization
of the fractional order 2-D-m×n-grid-scroll chaotic
attractors using simple feedback control laws. In
order to synchronize two such chaotic systems, we
let one of them be the driving system, which can be
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(a)
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(b)

0 2 4 6
−0.5

0

0.5

1

1.5

2

2.5

y
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.
E

Fig. 20. Trajectory of a 1-D-6-scroll chaotic attractor for system (54) when a = b = c = 0.7, d = 65, r = s = 2, α1 = 0.98,
α2 = α3 = 0.99 with the control law given in Corollary 10.1 for δx = 4, δy = 4 and δz = 300, convergent to the equilibrium
point, E(0, 0, 0): (a) projected on the x–y plane and (b) projected on the y–z plane.

described as

Dα1xd(t) = yd − τ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yd + jτ2)


, Dα2yd(t) = zd,

Dα3zd(t) = −axd − byd − czd +
aτ1

2


(r1 − s1) +

s1∑
j=−r1

2
π

tan−1(xd + jτ1)




+
bτ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yd + jτ2)


.

(56)

The corresponding driven system of (56) is then obtained as

Dα1xr(t) = yr − τ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yr + jτ2)


+ u1(ex, ey, ez),

Dα2yr(t) = zr + u2(ex, ey, ez),

Dα3zr(t) = −axr − byr − czr +
aτ1

2


(r1 − s1) +

s1∑
j=−r1

2
π

tan−1(xr + jτ1)




+
bτ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yr + jτ2)


+ u3(ex, ey, ez),

(57)

where ui’s are the controls.
It follows from systems (56) and (57) that the error system is given by

Dα1ex = ey − τ2

π

s2∑
j=−r2

f ′
2j(ξ2j)ey − u1(ex, ey, ez), Dα2ey = ez − u2(ex, ey , ez),

Dα3ez = −aex − bey − cez +
aτ1

π

s1∑
j=−r1

f ′
1j(ξ1j)ex +

bτ2

π

s2∑
j=−r2

f ′
2j(ξ2j)ey − u3(ex, ey, ez).

(58)
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Theorem 10. If we apply the following simple
linear feedback control law :

u1 = δxex, u2 = δyey, u3 = δzez, (59)

to system (51) with one of the following conditions,

(1) δx > 1 +
τ2

π
(s2 + r2 + 1),

δy > 1,

δz > a+
aτ1

π
(s1+r1+1)+b+

bτ2

π
(s2+r2+1)−c;

(2) δx > a +
aτ1

π
(s1 + r1 + 1),

δy > 1 +
τ2

π
(s2 + r2 + 1) + b +

bτ2

π
(s2 + r2 + 1),

δz > 1 − c;

to hold, then the zero solution of (58) is stabilized,
and hence the driving system (56) and the driven
system (57) are synchronized.

Proof. The proof is similar to that for Theorem 9,
and is thus omitted. �

Now, we verify the control laws given in The-
orem 10 numerically. If we take δx = 90, δy = 180
and δz = 1, the second condition of Theorem 10
is satisfied. Using the proposed control law, the
zero solution of system (58) is stabilized, as shown
in Fig. 21, indicating that the driving system (56)
and its corresponding driven system (57) are
synchronized.

Corollary 10.2. For any given equilibrium X = X∗,
with the following feedback control law,

u1 = δxx, u2 = δyy, u3 = δzz, (60)

applied to the following system:

Dα1x = y − τ2

π

s2∑
j=−r2

f ′
2j(η2j)y − u1(x, y, z),

Dα2y = z − u2(x, y, z),

Dα3z = −ax − by − cz +
aτ1

π

s1∑
j=−r1

f ′
1j(η1j)x

+
bτ2

π

s2∑
j=−r2

f ′
2j(η2j)y − u3(x, y, z),

(61)

Fig. 21. Time history of the error system (58) for a =
b = c = 0.5, r1 = s1 = r2 = s2 = 1, τ1 = τ2 = 100,
α1 = α2 = α3 = 0.99 with the control law given in Theo-
rem 10, using the initial conditions, xd(0) = −50, yd(0) = 15,
zd(0) = 12 and xr(0) = 2, yr(0) = −8, zr(0) = −16, when
δx = 90, δy = 180 and δz = 1.
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then either of the following conditions

(1) δx > 1 +
τ2

π
(s2 + r2 + 1),

δy > 1,

δz > a +
aτ1

π
(s1 + r1 + 1) + b

+
bτ2

π
(s2 + r2 + 1) − c;

(2) δx > a +
aτ1

π
(s1 + r1 + 1),

δy > 1 +
τ2

π
(s2 + r2 + 1) + b +

bτ2

π
(s2 + r2 + 1),

δz > 1 − c;

guarantees the stability of X∗ = (x∗, y∗, z∗).

The correctness of Corollary 10.2 is verified
using numerical simulations. As shown in Fig. 22,
with the designed control law, when the first
condition of Corollary 10.2 is satisfied with δx =
150, δy = 2 and δz = 180, the solution orbit of sys-
tem (61) converges to the equilibrium point (0, 0, 0).

10.3. Synchronization and
stabilization of fractional
order 3-D-m × n × l-grid-scroll
chaotic attractors

In this section, we investigate synchronization and
stabilization of the fractional order 3-D-m × n × l-
grid-scroll chaotic attractors using simple feedback
control laws. We first consider synchronization
of two such systems. The driving system can be
written as

Dα1xd(t) = yd − τ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yd + jτ2)


,

Dα2yd(t) = zd − τ3

2


(r3 − s3) +

s3∑
j=−r3

2
π

tan−1(zd + jτ3)


,

Dα3zd(t) = −axd − byd − czd +
aτ1

2


(r1 − s1) +

s1∑
j=−r1

2
π

tan−1(xd + jτ1)




+
bτ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yd + jτ2)


 +

cτ3

2


(r3 − s3) +

s2∑
j=−r2

2
π

tan−1(zd + jτ3)


,

(62)

(a)

−2 −1.5 −1 −0.5 0 0.5
−1

0

1
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3
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x

y

E
.

(b)

−2 −1.5 −1 −0.5 0 0.5
−0.2

0

0.2

0.4

0.6

0.8

1

x

z

E.

Fig. 22. Trajectory of a 2-D-4 × 4-grid-scroll chaotic attractor for system (61) when a = b = c = 0.5, τ1 = τ2 = 100,
r1 = s1 = r2 = s2 = 1, α1 = α2 = α3 = 0.99 with the control law given in Corollary 10.2 for δx = 150, δy = 2 and δz = 180,
convergent to the equilibrium point, E(0, 0, 0): (a) projected on the x–y plane and (b) projected on the x–z plane.
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whose corresponding driven system with control law applied is given by

Dα1xr(t) = yr − τ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yr + jτ2)


+ u1(ex, ey, ez),

Dα2yr(t) = zr − τ3

2


(r3 − s3) +

s3∑
j=−r3

2
π

tan−1(zr + jτ3)


+ u3(ex, ey, ez),

Dα3zr(t) = −axr − byr − czr +
aτ1

2


(r1 − s1) +

s1∑
j=−r1

2
π

tan−1(xr + jτ1)




+
bτ2

2


(r2 − s2) +

s2∑
j=−r2

2
π

tan−1(yr + jτ2)


+

cτ3

2


(r3 − s3) +

s3∑
j=−r3

2
π

tan−1(zr + jτ3)




+ u3(ex, ey, ez),

(63)

where ui’s are the controls. The difference between the driving system (62) and its corresponding driven
system (63) is described by the following error system:

Dα1ex = ey − τ2

π

s2∑
j=−r2

f ′
2j(ξ2j)ey − u1(ex, ey, ez),

Dα2ey = ez − τ3

π

s3∑
j=−r3

f ′
3j(ξ3j)ez − u2(ex, ey, ez),

Dα3ez = −aex − bey − cez +
aτ1

π

s1∑
j=−r1

f ′
1j(ξ1j)ex +

bτ2

π

s2∑
j=−r2

f ′
2j(ξ2j)ey +

cτ3

π

s3∑
j=−r3

f ′
3j(ξ3j)ez

− u3(ex, ey, ez).

(64)

Theorem 11. With the simple linear feedback con-
trol law,

u1 = δxex, u2 = δyey, u3 = δzez, (65)

applied to system (51), if one of the following
conditions,

(1) δx > 1 +
τ2

π
(s2 + r2 + 1),

δy > 1 +
τ3

π
(s3 + r3 + 1),

δz > a +
aτ1

π
(s1 + r1 + 1) + b

+
bτ2

π
(s2 + r2 + 1) − c

+
cτ3

π
(s3 + r3 + 1);

(2) δx > a +
aτ1

π
(s1 + r1 + 1),

δy > 1 +
τ2

π
(s2 + r2 + 1) + b

+
bτ2

π
(s2 + r2 + 1),

δz > 1 − c +
τ3

π
(s3 + r3 + 1)

+
cτ3

π
(s3 + r3 + 1);

holds, then the zero solution of (64) is stabilized,
and thus the driving system (62) and the driven sys-
tem (63) are synchronized.

Proof. The proof is similar to that of Theorem 9,
and hence is omitted. �
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Fig. 23. Time history of the error system (64) for a =
b = c = 0.5, r1 = s1 = 1, r2 = s2 = 0, r3 = s3 = 0,
τ1 = τ2 = τ3 = 100, α1 = α2 = 0.99, α3 = 0.998 with the
control law given in Theorem 11, using the initial conditions,
xd(0) = 30, yd(0) = −29, zd(0) = −18 and xr(0) = −6,
yr(0) = 3, zr(0) = 32, when δx = 80, δy = 120 and δz = 100.

Next, we use numerical simulation to verify the
applicability of Theorem 11. Under the proposed
control law with δx = 80, δy = 120 and δz = 100 (i.e.
the second condition of Theorem 11 is satisfied),

the zero solution of system (64) is stabilized and
hence the synchronization of systems (62) and (63)
is realized.

Corollary 10.3. With the feedback control law

u1 = δxx, u2 = δyy, u3 = δzz (66)

applied to system

Dα1x = −δxx + y − τ2

π

s2∑
j=−r2

f ′
2j(η2j)y,

Dα2y = −δyy − τ3

π

s3∑
j=−r3

f ′
3j(η3j)z,

Dα3z = −(δz + c)z − ax − by

+
aτ1

π

s1∑
j=−r1

f ′
1j(η1j)x

+
bτ2

π

s2∑
j=−r2

f ′
2j(η2j)y

+
cτ3

π

s3∑
j=−r3

f ′
3j(η3j)z,

(67)

for any given equilibrium X = X∗, if one of the
following conditions

(1) δx > 1 +
τ2

π
(s2 + r2 + 1),

δy > 1 +
τ3

π
(s3 + r3 + 1),

δz > a +
aτ1

π
(s1 + r1 + 1) + b

+
bτ2

π
(s2 + r2 + 1) − c

+
cτ3

π
(s3 + r3 + 1);

(2) δx > a +
aτ1

π
(s1 + r1 + 1),

δy > 1 +
τ2

π
(s2 + r2 + 1) + b

+
bτ2

π
(s2 + r2 + 1),
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Fig. 24. Trajectory of a 3-D-4 × 2 × 2-grid-scroll chaotic
attractor for system (67) when a = b = c = 0.5, τ1 =
τ2 = τ3 = 100, r1 = s1 = 1, r2 = s2 = r3 = s3 = 0,
α1 = α2 = 0.99, α3 = 0.998 with the control law given in
Corollary 10.3 for δx = 80, δy = 150 and δz = 150, conver-
gent to the equilibrium point, E(0, 0, 0): (a) projected on the
x–y plane and (b) projected on the x–z plane.

δz > 1 − c +
τ3

π
(s3 + r3 + 1)

+
cτ3

π
(s3 + r3 + 1);

is satisfied, then X∗ = (x∗, y∗, z∗) is stabilized.

To illustrate the use of Corollary 10.3, we
present a numerical example. Take δx = 80, δy =
150 and δz = 150, which satisfy the first condition
of Corollary 10.3. Thus, under the constructed con-
trol law, the trajectory of system (67) converges to
the equilibrium point (0, 0, 0), as shown in Fig. 24.

11. Conclusions

In this article, we have applied the tan−1(x) func-
tion series to generate 1-D-n-scroll, 2-D-m×n-grid-
scroll and 3-D-m×n×l-grid-scroll with integer order
or fractional order, chaotic attractors. The systems

considered in this paper can generate chaotic attrac-
tors with any number (≥ 2) of chaotic scrolls. The
maximal number of the scrolls in the x, y or z
coordinate can be regulated by changing two coeffi-
cients ri and si in the corresponding tan−1(x) func-
tion series. Moreover, we design simple feedback
control laws to study stabilization and synchroniza-
tion for one-directional, two-directional and three-
directional multi-scroll integer order and fractional
order chaotic attractors. Based on the structure of
the system, simple feedback control laws are con-
structed to synchronize or stabilize such integer
order and fractional order chaotic systems. Numer-
ical simulations are presented to validate the effec-
tiveness and applicability of the proposed control
laws.
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