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Abstract

In this paper, we prove that there exists globally exponential attractive and positive invariant set for a general chaotic
system, which does not belong to the known Lorenz system, or the Chen system, or the Lorenz family. We show that all the
solution orbits of the chaotic system are ultimately bounded with exponential convergent rates and the convergent rates are
explicitly estimated. The method given in this paper can be applied to study other chaotic systems.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Since the discovery of the Lorenz chaotic attractor [1] in 1963, many other chaotic systems have been
found, including the well-known Rössler system [2], Chua’s circuit [3], which have been served as models
for study of chaos. In late 1990s, a new chaotic system was found, which is a dual system to the Lorenz system,
and now known as the Chen system [4]. Due to its close relation to the Lorenz system and importance, the
Chen system has been widely studied (e.g., see [5–7] and references therein).

The ultimate boundedness of a chaotic system is very important for the study of the qualitative behaviour
of a chaotic system. If one can show that a chaotic system under consideration has a globally attractive set,
then one knows that the system cannot have equilibrium points, periodic or quasi-periodic solutions, or other
chaotic attractors existing outside the attractive set. This greatly simplifies the analysis of dynamics of the
system. The ultimate boundedness also plays a very important role in the designs of chaos control and chaos
1007-5704/$ - see front matter � 2006 Elsevier B.V. All rights reserved.

doi:10.1016/j.cnsns.2006.11.003

* Corresponding author. Fax: +1 519 661 3523.
E-mail address: pyu@pyu1.apmaths.uwo.ca (P. Yu).

1 Currently, the author is also with School of Automatics, Wuhan The University of Science and Technology, Wuhan, Hubei 430070,
China.

mailto:pyu@pyu1.apmaths.uwo.ca


1496 P. Yu, X.X. Liao / Communications in Nonlinear Science and Numerical Simulation 13 (2008) 1495–1507
synchronization. The ultimate boundedness property of the Lorenz system has been investigated by many
researchers (e.g., see [8–14]). However, so far very little has been achieved on other chaotic systems, regarding
the property of ultimate boundedness. A smooth Chua’s circuit has been studied and estimation on its ulti-
mate boundedness has been obtained [15]. For the Chen system, a recent article [16] investigated its property
of ultimate boundedness, but the parameter values considered in this article does not cover the most interest-
ing case of the Chen’s chaotic attractor.

Consider the following general system:
Fig. 1.
d = 10
_x ¼ aðy � xÞ;
_y ¼ dx� xzþ cy;

_z ¼ xy � bz;

ð1Þ
where the dot denotes differentiation with respect to time t; a, b, c and d are parameters. This general system
contains many famous chaotic systems, including the Lorenz system (c = �1), the Chen system (d = c � a)
and the Lü system (d = 0). In this paper, we generally assume that a > 0, c > 0 and d 2 (�1,1). Since for
the known chaotic attractors, the values of b are b ¼ 8

3
for the Lorenz attractor, b = 3 for the Chen attractor,

b ¼ 44
15

for the Lü attractor, and b 2 ½8
3
; 3� for the Lorenz family, we pay particular attention in this paper to
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The chaotic attractors of system (1) for a = 40, b = 0.5, c = 35, projected on the x–z plane, when: (a) d = �10; (b) d = 0; and (c)
.
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b 2 (0, 1]. To illustrate that the system can exhibit chaos for b 2 (0,1] and for different values of d, three chaotic
attractors of system (1) are shown in Fig. 1 when a = 40, b = 0.5, c = 35 while d = �10, 0, 10. This clearly
shows that these three chaotic attractors do not belong to any of the Lorenz, Chen and Lü systems, and thus
it is necessary to investigate the dynamical property of this system. Some definitions and lemmas are given in
Section 2 which will be used for proving the main theorem in Section 3. The conclusion is drawn in Section 4.

2. Preliminaries

In this section, we present some basic definitions and two lemmas which are needed for proving the main
theorem in the next section. For convenience, let X :¼ (x,y,z) and X(t) :¼ X(t, t0,X0).

Definition 1. For the general chaotic system (1), if there exists compact (bounded and closed) set X � R3 such
that "X0 2 R3, the following condition:
qðX ðtÞ;XÞ :¼ inf
y2X
kX ðtÞ � yk ! 0 as t! þ1
holds, then the set X is said to be globally attractive. That is, system (1) is ultimately bounded, namely, system
(1) is globally stable in the sense of Lagrange or dissipative with ultimate bound.

Further, if "X0 2 X0 � X � R3, X(t, t0,X0) � X0, then X0 is called the positive invariant set of system (1).

Definition 2. For the general chaotic system (1), if there exists compact set X � R3 such that "X0 2 R3, and
constants M(X0) > 0, a > 0 such that
qðX ðtÞ;XÞ 6 MðX ðt0ÞÞe�aðt�t0Þ;
then system (1) is said to have globally exponentially attractive set, or system (1) is globally exponentially sta-
ble in the sense of Lagrange, and X is called the globally exponentially attractive set.

Both globally attractive set and globally exponentially attractive set are positive invariant sets.
Note that it is difficult to verify the existence of X in Definition 2. Since the Lyapunov direct method is still

a powerful tool in the study of asymptotic behaviour of nonlinear dynamical systems, the following definition
is more useful in applications.

Definition 3. For the general chaotic system (1), if there exists a positive definite and radially unbounded
Lyapunov function V(x), and positive numbers L > 0, a > 0 such that the following inequality
ðV ðxðtÞ � LÞ 6 ðV ðX 0Þ � LÞe�aðt�t0Þ
is valid for V(X(t) > L (t P t0), then system (1) is said to be globally exponentially attractive or globally expo-
nentially stable in the sense of Lagrange, and X :¼ {XjV(t) 6 L, t P t0} is called the globally exponentially
attractive set.

In order to give a complete proof (in the next section) for the globally exponential boundedness of the gen-
eral chaotic system, we need the following lemmas.

Lemma 1. Let X(t) = (x(t), y(t), z(t)) be any solution of system (1), and � be an arbitrary small positive number

(0 < �� 1). Then, we have the following results.

(i) The boundedness of y(t) implies the boundedness of x(t), i.e., if limt!1jy(t)j 6M (M > 0) but jx(t)j > M,

then jx(t)j monotonically decreases as t increases, and
jxðtÞj 6 M þ � ð2Þ

holds for sufficiently large t.

(ii) If jy(t)jP M > 0 but jx(t)j < M, then jx(t)j monotonically increases as t increases, and
jxðtÞjP M � � ð3Þ

holds for sufficiently large t.
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Proof.

(i) For the first equation of system (1), construct the positive definite and radially unbounded Lyapunov
function
V ¼ jxj: ð4Þ

Then,
DþV ¼ Dþjxj 6 �ajxj þ ajyj 6 �ajxj þ aM ¼ �aðjxj �MÞ < 0 when jxj > M ;
from which we obtain the differential equation: dðjxj�MÞ
jxj�M 6 �adt ðx 6¼ 0Þ and its solution is given by
jxðtÞj 6 M þ ðjxðt0Þj �MÞe�at; ð5Þ

where jx(t0)j > M. Hence, jx(t)j 6M + � for sufficiently large t.
When x = 0, it is easy to see from the first equation of (1) that any trajectory of the system cannot stay on the
y–z plane (x = 0) and must cross the plane, as long as y 5 0.

(ii) Suppose y(t) P M > 0, but jx(t)j < M. Then from the first equation of system (1) we obtain
dxðtÞ
dt
¼ �axðtÞ þ ayðtÞP �axðtÞ þ aM ¼ aðM � xðtÞÞ > 0 when jxðtÞj < M ;
which, in turn, results in the differential equation dðM�xðtÞÞ
dt 6 �aðM � xðtÞÞ or dðM�xðtÞÞ

M�xðtÞ 6 �adt. Thus, the solu-
tion of x(t) is
M � xðtÞ 6 ðM � xðt0ÞÞe�at;
i.e.,
xðtÞP M � ðM � xðt0ÞÞe�at: ð6Þ

This implies that x(t) P M � � for sufficiently large t, since jx(t0)j < M.
If, on the other hand, y(t) 6 �M < 0, but jx(t)j < M. Then, similarly from the first equation of system (1) we
have
dx
dt
¼ �axðtÞ þ ayðtÞ 6 �axðtÞ � aM ¼ �aðxðtÞ þMÞ < 0 when jxðtÞj < M ;
which yields dðxðtÞþMÞ
dt 6 �aðxðtÞ þMÞ, or dðxðtÞþMÞ

xðtÞþM 6 �adt. The solution is x(t) + M 6 (x(t0) + M)e�at, i.e.,
�xðtÞP M � ðxðt0Þ þMÞe�at: ð7Þ

This clearly indicates that �x(t) P M � � for sufficiently large t. Combining the above two results shows that
the conclusion of (ii) is true. h

Lemma 2. jyj reaches its maximum value on the ellipse:
E : y2 þ ðz� dÞ2 � yðz� dÞ ¼ R2
1; ð8Þ
as jyjmax ¼ 2ffiffi
3
p R1.

Proof. A straightforward calculation shows that
y2 þ ðz� dÞ2 � yðz� dÞ ¼ ðz� dÞ � 1

2
y

� �2

þ 3

4
y2 ¼ R2

1:
Thus, at the two points ðy; zÞ ¼ � 2ffiffi
3
p R1; d � 2ffiffi

3
p R1

� �
, the maximum value of jyj is reached as jyjmax ¼ 2ffiffi

3
p R1. h

Remark 1. Based on Lemma 1(i), we only need to show that y(t) and z(t) are ultimately bounded, and then the
boundedness of the variable x(t) follows. By Lemma 1(ii), we know that jx(t)j can be sufficiently large as long
as jy(t)j is sufficiently large.
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3. The main theorem and its proof

In this section, based on a combination of geometric and algebraic methods, we prove the main theorem for
the ultimate boundedness of the general chaotic system (1).

Theorem 1. When a > 0, 0 < b 6 1, c > 0 and d 2 (�1,1), the general chaotic system (1) has globally

exponentially attractive set, i.e., all solution orbits of system (1) are ultimately bounded.
Proof. Based on Lemma 1(i), we only need to prove that y and z are ultimately bounded. Furthermore, it is
noted that system (1) is symmetric with respect to (x,y), i.e., substituting (x,y) with (�x,�y) does not change
the system. Therefore, we only need to consider x > 0 and the case x < 0 can be directly concluded from the
symmetry.

Let H ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2c
b þ 1

q
. For convenience, we define five lines:
L1;2 : z ¼ �Hy þ jdj; L3;4 : z ¼ �Hy � jdj; L5 : z ¼ 1

2
y: ð9Þ
Note that H > 1 and that the five lines L1,L2, . . . ,L5, together with the y and z axes, divide the y–z plane into
eight regions: (I), (I 0), (II), (II 0), (III), (III 0), (IV) and (IV 0). A total of six positive definite and radially un-
bounded Lyapunov functions are needed for these regions (see Fig. 2):
V 1 ¼
1

2
½y2 þ ðz� dÞ2� for ðIÞ and ðI0Þ;

V 2 ¼ y þ 1

3
z for ðIIÞ;

V 02 ¼ �V 2 ¼ �y � 1

3
z for ðII0Þ;

V 3 ¼
1

2
½y2 þ ðz� dÞ2 � yðz� dÞ� for ðIIIÞ and ðIII0Þ;

V 4 ¼ y � 2Hz for ðIVÞ;
V 04 ¼ �V 4 ¼ �y þ 2Hz for ðIV0Þ:

ð10Þ
In the following, we follow the order of regions given in Eq. (10) to complete the proof. For convenience,
denote the points Pi(yi,zi) and P 0iðy0i; z0iÞ by Pi and P 0i, respectively.
Fig. 2. Geometric distribution with Lyapunov functions.
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Region (I) [ (I 0): {z ± Hy P jdj} [ {z ± Hy 6 �jdj}. The region is shown in Fig. 2. Consider the positive
definite and radially unbounded Lyapunov function
V 1 ¼
1

2
½y2 þ ðz� dÞ2�;
which represents a family of circles on the y–z plane centered at the point (0,d). Then, differentiating V1 with
respect to time t and evaluating the derivative on the solution of system (1) yields
dV 1

dt

����
ð1Þ
¼ y _y þ ðz� dÞ_z ¼ dxy � xyzþ cy2 þ ðxy � bzÞðz� dÞ ¼ cy2 � bz2 þ bdz

¼ � b
2
½y2 þ ðz� dÞ2� þ b

2
½y2 þ ðz� dÞ2� þ cy2 � bz2 þ bdz

¼ �bV 1 �
b
2

z2 � 2c
b
þ 1

� 	
y2 � d2

� �

6 �bV 1 when z2 � 2c
b
þ 1

� 	
y2 P d2: ð11Þ
Note that the equation
z2 � 2c
b
þ 1

� 	
y2 ¼ d2
represents a hyperbola with two asymptotes: z = ±Hy (see Figs. 2 and 3).
Next, consider the following circle:
C : y2 þ ðz� dÞ2 ¼ R2 P 4d2; ð12Þ

and let P1 and P10 be the intersection points of the circle with the z-axis, and P2, P 02, P9 and P 09 be the inter-
section points of the circle with the four lines L1, L2, L3 and L4. Then, the coordinates of the six intersection
points are given by
P 1ðy1; z1Þ ¼ ð0; d þ RÞ; P 10ðy10; z10Þ ¼ ð0; d � RÞ;

P 2ðy2; z2Þ ¼ P 2

�ðjdj � dÞH þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ H 2ÞR2 � ðjdj � dÞ2

q
1þ H 2

;
jdj þ dH 2 þ H

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ H 2ÞR2 � ðjdj � dÞ2

q
1þ H 2

0
@

1
A;

P 9ðy9; z9Þ ¼ P 9

�ðjdj þ dÞH þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ H 2ÞR2 � ðjdj þ dÞ2

q
1þ H 2

;
�jdj þ dH 2 � H

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ H 2ÞR2 � ðjdj þ dÞ2

q
1þ H 2

0
@

1
A;

P 02ðy02; z02Þ ¼ P 02ð�y2; z2Þ; P 09ðy09; z09Þ ¼ P 09ð�y9; z9Þ: ð13Þ
It is obvious that the points P2 and P 02, the points P9 and P 09 are symmetric, respectively, about the z-axis (see
Fig. 3).

Thus, in Region (I) [ (I 0), when V 1ðX ðtÞÞ > R2

2 ðt P t0Þ, there exists exponential estimation given as follows:
V 1ðX ðtÞÞ 6 V 1ðX ðt0ÞÞe�bðt�t0Þ: ð14Þ

Now define the set
X1 :¼ fðy; zÞjðz� Hy P jdjÞ [ ðz� Hy 6 �jdjÞ; y2 þ ðz� dÞ2 6 R2g: ð15Þ

Then any trajectory located in Region (I) [ (I 0), but outside X1 must enter either into X1 or into the neighbor-
ing Region (II) [ (II 0) [ (IV) [ (IV 0), as shown in Fig. 3.

Remark 2.

The case d = 0 becomes simpler since the four half lines z = ±H ± jdj emerge into two lines passing through
the origin. Then the circle C is reduced to a point (the origin) when R = d, see Fig. 3(c).
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Next, we consider region (II) [ (II). To simplify the analysis for this region and the region (IV) [ (IV 0),
define
d ¼
þ1 for the regions ðIIÞ and ðIVÞ;
�1 for the regions ðII0Þ and ðIV0Þ:



ð16Þ
Region (II) [ (II 0): yz P 0; 1
2
jyj 6 jzj 6 H jyj þ jdj

� �
. Let
n1 ¼ 2½3ðcþ 1þ jdjÞ þ ðH þ 1Þð1� bÞ� and g1 ¼ maxfn1 þ 1; jdjg: ð17Þ

So, by Lemma 1(ii) we know that when jyjP g1, x P n1 as t� 1.
Consider the positive definite and radially unbounded Lyapunov function
V 2 ¼ d y þ 1

3
z

� 	
;

from which we obtain
dV 2

dt

����
ð1Þ
¼ d _y þ 1

3
_z

� 	
¼ d � y þ 1

3
z

� 	
þ y þ 1

3
z

� 	
þ dx� xzþ cy þ 1

3
ðxy � bzÞ

� �

¼ �d y þ 1

3
z

� 	
þ ddx� xdzþ ðcþ 1Þdy þ 1

3
xdy þ 1

3
ð1� bÞdz

¼ �V 2 þ ddx� xjzj þ ðcþ 1Þjyj þ 1

3
xjyj þ 1

3
ð1� bÞjzj

6 �V 2 þ jdjx�
1

2
xjyj þ ðcþ 1Þjyj þ 1

3
xjyj þ 1

3
ð1� bÞðH jyj þ jdjÞ

6 �V 2 þ � 1

6
xþ jdj x

jyj

� 	
þ ðcþ 1Þ þ 1

3
Hð1� bÞ þ 1

3
ð1� bÞ jdjjyj

� 	� �
jyj

6 �V 2 �
1

6
x� ðcþ 1þ jdjÞ � 1

3
ðH þ 1Þð1� bÞ

� �
jyj

¼ �V 2 �
1

6
ðx� n1Þjyj 6 �V 2 when x P n1: ð18Þ
This implies that when jyjP g1 (and so x P n1), V2(X(t)) > 0 (t P t0), there exists exponential estimation for
Region (II) [ (II 0):
V 2ðX ðtÞÞ 6 V 2ðX ðt0ÞÞe�ðt�t0Þ: ð19Þ

Denote the intersection points of the two lines dðy þ 1

3
zÞ ¼ k1 ðk1 > 0Þ with the lines z = H y ± jdj and

z ¼ 1
2
y as P3, P4, P 07 and P 08, which are given by
y3 ¼
3k1 � jdj

3þ H
> 0; y4 ¼

6

7
k1; y07 ¼ �y4 ¼ �

6

7
k1; y08 ¼ �y3 ¼ �

3k1 � jdj
3þ H

:

It is clearly shown in Fig. 3 that the minimal value of jy3j, jy4j, jy07j and jy 08j, is jy3j ¼ jy08j ¼
3k1�jdj

3þH . Letting
3k1�jdj

3þH ¼ g1 leads to
k1 ¼ 1þ 1

3
H

� 	
g1 þ

1

3
jdj; ð20Þ
and thus the four intersection points are
P 3ðy3; z3Þ ¼ P 3 g1;Hg1 þ jdjð Þ;

P 4ðy4; z4Þ ¼ P 4

2

7
ðð3þ HÞg3 þ jdjÞ;

1

7
ðð3þ HÞg3 þ jdjÞ

� 	
;

P 07ðy07; z07Þ ¼ P 07 �
2

7
ðð3þ HÞg3 þ jdjÞ; �

1

7
ðð3þ HÞg3 þ jdjÞ

� 	
;

P 08ðy08; z08Þ ¼ P 08 �g1;�Hg1 � jdjð Þ: ð21Þ
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Then, define the set
X2 :¼ ðy; zÞjyz P 0;
1

2
jyj 6 jzj 6 H jyj þ jdj; d y þ 1

3
z

� 	
6 k1


 
ð22Þ
for Region (II) [ (II 0). Therefore, any trajectory located in Region (II) [ (II 0), but outside X2 must enter either
into X2 or into the neighboring Region (I) [ (I 0) [ (III) [ (III 0) (see Fig. 3).

Region (III) [ (III): fyz P 0; jzj 6 1
2 jyjg.

Let
n2 ¼
2

3
ð6c� 2bþ 13þ 4jdjÞ and g2 ¼ max n2 þ 1; jdj; 2Rffiffiffi

3
p


 
: ð23Þ
Then, it follows from Lemma 1(ii) that x P n2 when jyjP g2 as t� 1.
For Region (III) [ (III 0), construct the positive definite and radially unbounded Lyapunov function
V 3 ¼
1

2
½y2 þ ðz� dÞ2 � yðz� dÞ�;
which denotes a family of ellipses on the y–z plane centered at the point (0, d). Then, we have
dV 3

dt

����
ð1Þ
¼ y _y þ ðz� dÞ_z� 1

2
ðz� dÞ _y � 1

2
y _z ¼ cy2 � bz2 þ bdz� 1

2
ðz� dÞðdx� xzþ cyÞ � 1

2
yðxy � bzÞ

¼ �½y2 þ ðz� dÞ2 � yðz� dÞ� þ d2 þ ½y2 þ ðz� dÞ2 � yðz� dÞ� � d2 þ cy2 þ bdz� 1

2
xy2 þ 1

2
xz2

þ d2

2
x� dxzþ cd

2
y þ b

2
yz� bz2 � c

2
yz

¼ �2V 3 þ d2 � 1

2
xy2 þ 1

2
xz2 þ d2

2
x� dxzþ ðcþ 2Þd

2
y

þ b
2

yz� ð2� bÞdzþ ðcþ 1Þy2 þ ð1� bÞz2 � cþ 2

2
yz

6 �2V 3 þ d2 � 1

2
xy2 þ 1

2
xz2 þ d2

2
xþ jdjxjzj þ ðcþ 2Þ

2
jdjjyj

þ b
2

yzþ ð2� bÞjdjjzj þ ðcþ 1Þy2 þ ð1� bÞz2

6 �2V 3 þ d2 þ � 1

2
xþ 1

8
xþ d2

2jyj
x
jyj

� 	
þ jdj

2

x
jyj

� 	
þ ðcþ 2Þjdj

2jyj þ b
4

�

þð2� bÞ jdj
2jyj

� 	
þ ðcþ 1Þ þ 1� b

4

�
y2

6 �2V 3 þ d2 þ � 3

8
xþ jdj

2
þ jdj

2
þ ðcþ 2Þ

2
þ b

4
þ 2� b

2
þ cþ 1þ 1� b

4

� �
y2

6 �2V 3 þ d2 � 3

8
x� 2

3
ð6c� 2bþ 13þ 4jdjÞ

� �
y2

¼ �2V 3 þ d2 � 3

8
ðx� n2Þy2

6 �2 V 3 �
1

2
d2

� 	
when x P n2: ð24Þ
Therefore, in Region (III) [ (III 0), when jyjP g2 (and so x P n2), V 3ðX ðtÞÞ > d2

2
ðt P t0Þ, we obtain the

exponential estimation:
V 3ðX ðtÞÞ �
d2

2
6 V 3ðX ðt0ÞÞ �

d2

2

� 	
e�2ðt�t0Þ: ð25Þ
Now we need to determine the four intersection points of the ellipse y2 þ ðz� dÞ2 � yðz� dÞ ¼ k2
2 P d2 with

the line z ¼ 1
2
y and the y-axis: P5(y5,z5), P6(y6,z6), P 05ðy05; z05Þ and P 06ðy 06; z06Þ such that the minimum of the abso-

lute values of the four y-coordinates is not less than g2. It is easy to see that this ellipse has two intersection
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points with the y-axis (one positive and one negative) since k2
2 P d2, and thus it also has two intersection

points with the line z ¼ 1
2
y, with one in the first quadrant and the other in the third quadrant. The y coordi-

nates of these four intersection points are
y5 ¼
2ffiffiffi
3
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

2 � d2
q

; y6 ¼
1

2
�d þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4k2

2 � 3d2
q� �

;

y05 ¼
1

2
�d �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4k2

2 � 3d2
q� �

; y 06 ¼ �
2ffiffiffi
3
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

2 � d2
q

:

Then choosing the smallest one as g2 yields
min
2ffiffiffi
3
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

2 � d2
q

;
1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4k2

2 � 3d2
q

� jdj
� �
 

¼ g2;
from which we obtain
 

k2

2 ¼ max g2
2 þ d2 þ g2jdj;

3

4
g2

2 þ d2 ¼ g2
2 þ d2 þ g2jdj: ð26Þ
Hence, the four intersection points are given by
P 5ðy5; z5Þ ¼
2ffiffiffi
3
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2

2 þ g2jdj
q

;
1ffiffiffi
3
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2

2 þ g2jdj
q� 	

;

P 6ðy6; z6Þ ¼ g2 þ
1

2
ðjdj � dÞ; 0

� 	
;

P 05ðy05; z05Þ ¼ �g2 �
1

2
ðjdj þ dÞ; 0

� 	
;

P 06ðy06; z06Þ ¼ � 2ffiffiffi
3
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2

1 þ g1jdj
q

; � 2ffiffiffi
3
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2

2 þ g2jdj
q� 	

: ð27Þ
Define a set inside Region (III) [ (III 0) as
X3 :¼ ðy; zÞjyz P 0; jzj 6 1

2
jyj; y2 þ ðz� dÞ2 � yðz� dÞ 6 k2

2


 
: ð28Þ
Then, any trajectory located in Region (III) [ (III 0), but outside X3 must ultimately enter either into X3 or
into the neighboring Region (II) [ (II 0) [ (IV) [ (IV 0). (See Fig. 3.)

Region (IV) [ (IV 0): {y z 6 0, jzj 6 Hjyj + jdj}.
Let
n3 ¼
cþ 1þ 2jdj þ 2HðH þ 1Þð1� bÞ

H
and g3 ¼ maxfn3 þ 1; jdjg: ð29Þ
So, when jyjP g3, x P n3 holds as t� 1 due to Lemma 1(ii).
Consider the positive definite and radially unbounded Lyapunov function
V 4 ¼ dðy � 2HzÞ:

Then, we have
dV 4

dt

����
ð1Þ
¼ dð _y � 2H _zÞ ¼ d ð�y þ 2HzÞ þ ðy � 2HzÞ þ dx� xzþ cy � 2Hxy þ 2Hbz½ �

¼ �dðy � 2HzÞ þ ddx� xdzþ ðcþ 1Þdy � 2Hxdy � 2Hð1� bÞdz

6 �V 4 þ jdjxþ xjzj � 2Hxjyj þ ðcþ 1Þjyj þ 2Hð1� bÞjzj
6 �V 4 þ jdjxþ xðH jyj þ jdjÞ � 2Hxjyj þ ðcþ 1Þjyj þ 2Hð1� bÞðH jyj þ jdjÞ

6 �V 4 þ �Hxþ 2jdj x
jyj

� 	
þ ðcþ 1Þ þ 2H 2ð1� bÞ þ 2Hð1� bÞ jdjjyj

� 	� �
jyj

6 �V 4 � Hx� 2jdj � ðcþ 1Þ � 2HðH þ 1Þð1� bÞ½ �jyj
¼ �V 4 � Hðx� n3Þjyj 6 �V 4 when x P n3: ð30Þ
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This clearly indicates that when jyjP g3 (and so x P n3), V4(X(t)) > 0 (t P t0), there exists estimation for Re-
gion (IV) [ (IV 0):
V 4ðX ðtÞÞ 6 V 4ðX ðt0ÞÞe�ðt�t0Þ: ð31Þ
Let the intersection points of the two lines d(y � 2H z) = k3 (k3 > 0) with the lines z = �Hy ± jdj and the y-
axis be P7, P8, P 03 and P 04 (see Fig. 3), then a similar discussion as that for Region (II) [ (II 0) leads to
k3 ¼ ð1þ 2H 2Þg3 þ 2H jdj; ð32Þ
and then the four points are described as
P 7ðy7; z7Þ ¼ P 7ðð1þ 2H 2Þg3 þ 2H jdj; 0Þ;

P 8ðy8; z8Þ ¼ P 8ðg3; �Hg3 � jdjÞ;

P 03ðy 03; z03Þ ¼ P 03ð�g3; Hg3 þ jdjÞ;

P 04ðy 04; z04Þ ¼ P 04ð�ð1þ 2H 2Þg3 � 2H jdj; 0Þ: ð33Þ
P5
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Fig. 4. Closed trapping region X for x > 0: (a) d > 0 and (b) d < 0.
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Similarly, we define the set
X4 :¼ ðy; zÞjyz 6 0; jzj 6 H jyj þ jdj; dðy � 2HzÞ 6 k3f g ð34Þ
for Region (IV) [ (IV 0). Then, any trajectory located in Region (IV) [ (IV 0), but outside X3 must either enter
into X3 or into the neighboring Region (I) [ (I 0) [ (III) [ (III 0), as shown in Fig. 3.

The remaining task is to obtain a closed trapping region from the above defined regions Xk, k = 1,2,3,4. It
should be pointed out that Fig. 3 is only a general illustration. When the parameters a, b, c and d are varying,
the intersection points Pn, n = 1,2, . . . , 10,2 0, 3 0, . . . , 9 0 may change their relative positions. The boundaries
include arcs of circles, arcs of ellipses, and line segments. Since the slopes of the lines P 3P 4, and P 07P 08 are fixed
as �3 and that for the lines P 03P 04 and P 7P 8 are fixed as 1

2H, in general one cannot adjust them to get all the
boundary cures (lines) to be connected. However, it is easy to show that if the two slopes of the lines are
allowed to be varied, then one can easily make these non-closed boundaries to be closed by first choosing the
farthest point among the 18 points and then determine all the other points accordingly. However, the easiest
way to obtain a closed trapping region is to draw a closed curve which encloses all the ten boundary curves
(lines), as shown in Fig. 4 for d < 0 and d > 0. When d = 0, the distribution of the regions are symmetric about
the origin, and thus the closed boundary can be easily constructed, as shown in Fig. 3(c).

Define the closed trapping region as X (see Fig. 4). Then, all solution orbits of system (1) outside X must
move towards X and finally enter X for sufficiently large t.

Thus proof of Theorem 1 is complete. h
4. Conclusion

In this paper, by combining geometric and algebraic methods, we have shown that the general chaotic sys-
tem (1) is ultimately bounded, for an interval of b 2 (0, 1] which has not been investigated. Six Lyapunov func-
tions are constructed according to different geometric configurations. Thus, for any combination of the system
parameter values: a > 0, 0 < b 6 1, c > 0 and d 2 (�1,1), this chaotic system has globally exponentially
attractive set. The exponential estimation is explicitly derived. This combination method can be applied to
study other chaotic systems. The case b > 1 is under investigation and the results will be presented in a forth-
coming paper.
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