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1. Introduction and main results

The phenomenon of limit cycles is observed in almost all fields of science and engineering, and studying such phenomenon is not only significant in theoretical development but also important in applications. Limit cycle theory is closely related to the well-known Hilbert’s 16th problem [14], which is one of the 23 mathematical problems presented by D. Hilbert in the Second International Congress of Mathematicians in 1900. More precisely, the second part of the 16th problem is to find the maximal number and relative positions of limit cycles for the following planar polynomial differential system,

\[
\dot{x} = P_n(x,y), \quad \dot{y} = Q_n(x,y), \tag{1.1}
\]
where $P_n$ and $Q_n$ are $n$th-degree polynomials in $x$ and $y$. This problem is extremely difficult as Smale [21] pointed out that “except for the Riemann hypothesis it seems to be the most elusive of Hilbert’s problems”. After more than 100 years, the problem is even not completely solved for the case $n = 2$, though many works have been published, see survey articles [4], [8], [15], [16], [18], [20] and references therein.

To overcome the difficulty in solving Hilbert’s 16th problem, later Arnold [1] proposed the so-called weak Hilbert’s 16th problem, described as follows. Consider the following near-Hamiltonian system,

$$
\dot{x} = H_y + \varepsilon p(x, y, \varepsilon, \delta), \quad \dot{y} = -H_x + \varepsilon q(x, y, \varepsilon, \delta),
$$

(1.2)

where $H, p$ and $q$ are $C^\infty$ functions, $\varepsilon$ is a small positive perturbation parameter, $0 < \varepsilon \ll 1$, and $\delta \in D \subset R^m$ is a vector parameter with $D$ compact. We assume that the level curves $H(x, y) = h, h_1 \leq h \leq h_2$ of the Hamiltonian system $(1.2)|_{\varepsilon = 0}$ contain at least one family of closed orbits denoted by $\Gamma_h$. The weak Hilbert’s 16th problem is to find the maximal number of isolated zeros of the Abelian integral or the first order Melnikov function [19],

$$M(h, \delta) = \oint_{\Gamma_h} qdx - pdy.
$$

The number of zeros of the Melnikov function is closely related to the maximal number of limit cycles of system (1.2) (e.g. see [4], [16]).

In this paper we consider the polynomial Liénard system of the form,

$$
\dot{x} = y, \quad \dot{y} = -g(x) - \varepsilon f(x)y,
$$

(1.3)

where $0 < \varepsilon \ll 1$, $f(x) = \sum_{i=0}^{n} a_i x^i$ and $g(x)$ is a polynomial in $x$ with $\deg g(x) = m$. This system is a simplified version of Hilbert’s 16th problem. It has been studied by many researchers to find the maximal number of limit cycles with respect to the degrees of $f(x)$ and $g(x)$. Let $H(n, m)$ denote the maximal number of limit cycles of system (1.3). The problem of finding $H(n, m)$ consists of two parts: Finding an upper bound and a lower bound of $H(n, m)$. But no upper bound has ever been found up to now. About the lower bound of $H(n, m)$, many works have been done, for example, see [2–6], [9–11], [13], [17], [23], [27]. In this paper, we will study the lower bound of $H(n, m)$ for some special values of $n$ and $m$.

For system (1.3), suppose $g(x) = (x - 1)(x - \alpha)(x - \beta)$, where $0 \leq \alpha \leq \beta \leq 1$. Then, this system becomes

$$
\dot{x} = y, \quad \dot{y} = -x(x - 1)(x - \alpha)(x - \beta) - \varepsilon f(x)y.
$$

(1.4)

In [22], Xiao showed the bifurcation diagram and the related phase portraits of system $(1.4)|_{\varepsilon = 0}$. In [24] we studied system (1.4) for $0 < \alpha = \beta < 1$ and $\frac{2}{3} < \alpha < 1, \beta = 1$ when $1 \leq n \leq 18$, and found that the coefficients $a_4, a_9$ and $a_{14}$ have no effect on the number of limit cycles. This was identified when we study the number of limit cycles near the elementary center because the coefficients of the Melnikov function near the center can be explicitly expressed in terms of the coefficients. This raises a question: Is this generally true even for the limit cycles bifurcating not only near the center but also near the homoclinic loop and the cuspidal loop? However, this is not easy to prove because some coefficients in the expansion of the first order Melnikov function near the cuspidal loop and the homoclinic loop take approximate values. In this paper, we will give a rigorous proof for the above question without using the Melnikov function.

In [25] we considered bifurcation of limit cycles of system (1.4) for $1 \leq n \leq 27$ when $\alpha = \frac{2}{5}, \beta = 1$. For these particular values $\alpha$ and $\beta$, this system has a heteroclinic loop with a hyperbolic saddle and a nilpotent
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where $a$ has limit $m$. We have

\[ g(x) = r_m x^m + r_{m-1} x^{m-1} + \cdots + r_1 x, \tag{1.5} \]

where $r_i \in \mathbb{R}, i = 1, 2, \ldots, m, r_m \neq 0$. Further, we suppose system $\left(1.3\right)|_{\varepsilon = 0}$ has at least a family of periodic orbits $L_h$ defined by the equation $H(x, y) = h$.

In this paper, we first assume

\[ m \geq 2, \quad r_1^2 + r_2^2 + \cdots + r_{m-1}^2 \neq 0. \tag{1.6} \]

We prove that the first order Melnikov function of system (1.3) has at most $n + 1 - \left[ \frac{n+1}{m+1} \right]$ independent perturbation parameters, and one may assume $a_{(m+1)i+m} = 0$ for $i = 0, 1, 2, \ldots, \left[ \frac{n+1}{m+1} \right] - 1, n \geq m$. Applying this result to system (1.4), one can simply set $a_{5i+4} = 0, i = 0, 1, 2, \ldots, \left[ \frac{n+1}{5} \right] - 1$ for any $n \geq 4$.

Our main result is given in the following theorem.

Theorem 1.1. Let (1.5) and (1.6) hold. Then for system (1.3), the first order Melnikov function $M(h, \delta)$ has at most $n + 1 - \left[ \frac{n+1}{m+1} \right]$ independent perturbation parameters. Further, if $n \geq m$, we may assume $a_{(m+1)i+m} = 0, i = 0, 1, 2, \ldots, \left[ \frac{n+1}{m+1} \right] - 1$.

It easily follows Theorem 1.1 to obtain the following corollary.

Corollary 1.1. Consider system

\[ \dot{x} = y - \varepsilon \sum_{i=1}^{n} a_i x^i, \quad \dot{y} = -g(x), \tag{1.7} \]

where $g(x)$ satisfies (1.5) and (1.6). The first order Melnikov function $M(h, \delta)$ has at most $n - \left[ \frac{n}{m+1} \right]$ independent perturbation parameters. And one may assume $a_{(m+1)(i+1)} = 0, i = 0, 1, 2, \ldots, \left[ \frac{n}{m+1} \right] - 1$ if $n \geq m$.

The proof of Theorem 1.1 will be given in Section 2.

As an application, in Section 3 we first simplify system (1.4) in the case $\frac{2}{5} < \alpha < 1, \beta = 1$ by using Theorem 1.1, and then obtain the new lower bounds of $H(n, 4)$ for $n = 19$ and 28. The result is as follows.

Theorem 1.2. Consider system (1.4) with $\frac{2}{5} < \alpha < 1, \beta = 1$. Let $H^*(n, 4)$ denote the maximal number of limit cycles of system (1.4). We have $H^*(19, 4) \geq 17, H^*(28, 4) \geq 25$.

For a comparison, we next introduce some existing results on the lower bound of $H(n, 4)$. Christopher and Lynch [3] obtained $H(9, 4) \geq 9$. Later, Yu and Han [27] got $H(n, 4) \geq n, n = 10, 11, \ldots, 14$. In 2011, Yang and Han [24] showed that $H(n, 4) \geq n + 4 - \left[ \frac{n+1}{5} \right]$, for $3 \leq n \leq 18$. Recently, Yang and Zhou [26]
obtained that \(H(20, 4) \geq 21\) and \(H(n, 4) \geq n + 4 - \left\lfloor \frac{n+1}{3} \right\rfloor\) for \(21 \leq n \leq 24\). A more general result obtained by Han and Romanovski [10] is as follows:

\[
H(n, 4) \geq H(n, 3) \geq 2 \left\lfloor \frac{n-1}{4} \right\rfloor + \left\lceil \frac{n-1}{2} \right\rceil, \quad n \geq 3, \tag{1.8}
\]

which gives some new estimations on the lower bound of \(H(n, 4)\) for \(n = 19\) and \(n \geq 25\).

For system (1.4) with \(\alpha = \frac{\pi}{35}, \beta = 1\) and \(19 \leq n \leq 32\), we don’t find more limit cycles than the ones given in [10]. But for \(n = 19\) and \(n = 28\), by Theorem 1.1 it is easy to see that we give two new estimations on \(H(n, 4)\) which are the same as the newest results given in [10].

The proof of Theorem 1.2 will be given in Section 3.

2. The proof of Theorem 1.1

Consider system (1.3), where \(g(x)\) satisfies (1.5) and (1.6). System (1.3) can be transformed into the following form by taking a suitable linear transformation and time scaling,

\[
\dot{x} = y, \quad \dot{y} = -(\gamma x^m + \gamma_{m-1} x^{m-1} + \cdots + \gamma_1 x) - \varepsilon f(x), \tag{2.1}
\]

where \(\gamma = 1\) or \(-1\), \(\gamma_i \in \mathbb{R}, i = 1, 2, \ldots, m - 1\) and \(\gamma_1^2 + \gamma_2^2 + \cdots + \gamma_{m-1}^2 \neq 0\). At \(\varepsilon = 0\), system (2.1) becomes

\[
\dot{x} = y, \quad \dot{y} = -(\gamma x^m + \gamma_{m-1} x^{m-1} + \cdots + \gamma_1 x), \tag{2.2}
\]

which is a Hamiltonian system, with the Hamiltonian function,

\[
H(x, y) = \frac{y^2}{2} + h_2 x^2 + h_3 x^3 + \cdots + h_m x^m + \frac{\gamma}{m+1} x^{m+1},
\]

where \(h_j = \frac{\gamma_j}{j} \in \mathbb{R}, j = 2, 3, 4, \ldots, m\). It is obvious that \(h_2^2 + h_3^2 + \cdots + h_m^2 \neq 0\). Note that we have assumed system (1.3)\(\varepsilon = 0\) has at least a family of periodic orbits \(L_h\) with clockwise orientation defined by the equation \(H(x, y) = h\). Thus, the equation \(H(x, y) = h\) can be rewritten as

\[
h - \frac{y^2}{2} = h_2 x^2 + h_3 x^3 + h_4 x^4 + \cdots + h_m x^m + \frac{\gamma}{m+1} x^{m+1}. \tag{2.3}
\]

Along the orbit \(L_h\) we have \(\oint_{L_h} \left(h - \frac{y^2}{2}\right) dy = 0\). Therefore,

\[
\oint_{L_h} \left(h_2 x^2 + h_3 x^3 + h_4 x^4 + \cdots + h_m x^m + \frac{\gamma}{m+1} x^{m+1}\right) dy = 0. \tag{2.4}
\]

Applying Green’s formula twice to the left-hand side of (2.4) we obtain

\[
0 = \oint_{L_h} \left(h_2 x^2 + h_3 x^3 + h_4 x^4 + \cdots + h_m x^m + \frac{\gamma}{m+1} x^{m+1}\right) dy
\]

\[
= - \int_{H \leq h} \left(2h_2 x + 3h_3 x^2 + 4h_4 x^3 + \cdots + mh_m x^{m-1} + \gamma x^m\right) dx dy
\]
\[
- \oint_{L_h} \left( 2h_x + 3h_x^2 + 4h_4x^3 + \cdots + mh_mx^{m-1} + \gamma x^m \right) ydx
\]
\[
= - \sum_{i=1}^{m-1} (i + 1)h_{i+1} \oint_{L_h} x^i ydx - \gamma \oint_{L_h} x^m ydx,
\]
which yields
\[
\oint_{L_h} x^m ydx = \sum_{i=1}^{m-1} s_{0i} \oint_{L_h} x^i ydx,
\]
where \(s_{0i} = -\gamma(i + 1)h_{i+1} \). Note that \(h_2^2 + h_3^2 + \cdots + h_m^2 \neq 0\), and so it is obvious that \(\sum_{i=1}^{m-1} s_{0i}^2 \neq 0\).

Further, it follows from (2.3) that
\[
\left( h - \frac{y^2}{2} \right)^{l+1} = \left( h_2x^2 + h_3x^3 + h_4x^4 + \cdots + h_mx^m + \frac{\gamma}{m + 1}x^{m+1} \right)^{l+1},
\]
where \(l = 1, 2, \ldots, \left[ \frac{n+1}{m+1} \right] - 1 \) with \(n \geq 2m + 1\). Similarly, we have
\[
\oint_{L_h} \left( h_2x^2 + h_3x^3 + h_4x^4 + \cdots + h_mx^m + \frac{\gamma}{m + 1}x^{m+1} \right)^{l+1} dy = 0
\]
(2.6)
since \(\oint_{L_h} \left( h - \frac{y^2}{2} \right)^{l+1} dy = 0\). Again applying Green’s formula twice to the above equation we have
\[
0 = \oint_{L_h} \left( h_2x^2 + h_3x^3 + h_4x^4 + \cdots + h_mx^m + \frac{\gamma}{m + 1}x^{m+1} \right)^{l+1} dy
\]
\[
= \oint_{L_h} \left( h_2^{l+1}x^{2(l+1)} + \sum_{i=2l+1}^{l(m+1)+m-1} h_{i,i}^{l+1}x^{i+1} + \frac{\gamma^{l+1}}{(m + 1)^{l+1}}x^{(l+1)(m+1)} \right) dy
\]
\[
= \oint_{L_h} \left( \sum_{i=2l+1}^{l(m+1)+m-1} h_{i,i}^{l+1}x^{i+1} + \frac{\gamma^{l+1}}{(m + 1)^{l+1}}x^{(l+1)(m+1)} \right) dy
\]
\[
= - \int_{H \leq h} \left( \sum_{i=2l+1}^{l(m+1)+m-1} (i + 1)h_{i,i}^{l+1}x^i + \frac{l+1}{(m + 1)^l} \gamma^{l+1}x^{(l+1)(m+1)} \right) dx dy
\]
\[
= - \oint_{L_h} \left( \sum_{i=2l+1}^{l(m+1)+m-1} (i + 1)h_{i,i}^{l+1}x^i + \frac{l+1}{(m + 1)^l} \gamma^{l+1}x^{(l+1)(m+1)} \right) ydx
\]
\[
= - \sum_{i=2l+1}^{l(m+1)+m-1} (i + 1)h_{i,i}^{l+1} \oint_{L_h} x^i ydx - \frac{l+1}{(m + 1)^l} \gamma^{l+1} \oint_{L_h} x^{(l+1)(m+1)} ydx,
\]
(2.7)
where \(h_{i,i}^{l+1}\) is a polynomial in \(\gamma_1, \gamma_2, \ldots, \gamma_{m-1}\) for each \(i\) and \(\sum_{i=2l+1}^{l(m+1)+m-1} h_{i,i}^{l+1} \neq 0\). Then it follows from (2.7) that
\[
\oint_{L_h} x^{(m+1)+m} y dx = - \frac{(m+1)}{(l+1)\gamma^{l+1}} \sum_{i=2l+1}^{(m+1)} (i+1) h_{i,i}^* \oint_{L_h} x^i y dx.
\]  

(2.8)

Note that \( \gamma = 1 \) or \(-1 \). Letting \( l = 1 \) in (2.8) results in

\[
\oint_{L_h} x^{2m+1} y dx = - \frac{m+1}{2} \sum_{i=3}^{2m} (i+1) h_{i,i}^* \oint_{L_h} x^i y dx
\]

\[= - \frac{m+1}{2} \left( \sum_{i=3, i \neq m}^{2m} (i+1) h_{i,i}^* \oint_{L_h} x^i y dx + (m+1) h_{1,m}^* \oint_{L_h} x^m y dx \right).
\]

Then substituting (2.5) into the above equation we obtain

\[
\oint_{L_h} x^{2m+1} y dx = \sum_{i=1, i \neq m}^{2m} s_{1i} \oint_{L_h} x^i y dx,
\]

(2.9)

where \( s_{1i} \) is a polynomial in \( \gamma_1, \gamma_2, \ldots, \gamma_{m-1} \) for each \( i \) and \( \sum_{i=1, i \neq m}^{2m} s_{1i}^2 \neq 0 \).

For \( l = 2 \), we get from (2.8) that

\[
\oint_{L_h} x^{3m+2} y dx = - \frac{(m+1)^2}{3\gamma^3} \sum_{i=5}^{3m+1} (i+1) h_{i,i}^* \oint_{L_h} x^i y dx
\]

\[= - \frac{(m+1)^2}{3\gamma^3} \left[ \sum_{i=5, i \neq m, 2m+1}^{3m+1} (i+1) h_{i,i}^* \oint_{L_h} x^i y dx + (m+1) h_{2,m}^* \oint_{L_h} x^m y dx \right]
\]

\[+ (2m+2) h_{2,2m+1}^* \oint_{L_h} x^{2m+1} y dx\],

(2.10)

which, together with (2.5) and (2.9) yields

\[
\oint_{L_h} x^{3m+2} y dx = \sum_{i=1, i \neq m, 2m+1}^{3m+1} s_{2i} \oint_{L_h} x^i y dx,
\]

(2.11)

where \( s_{2i} \) is a polynomial in \( \gamma_1, \gamma_2, \ldots, \gamma_{m-1} \) for each \( i \) and \( \sum_{i=1, i \neq m, 2m+1}^{3m+1} s_{2i}^2 \neq 0 \).

Carrying out the above procedure for \( l = 3, 4, 5, \ldots, \left[ \frac{n+1}{m+1} \right] - 1 \) \( (n \geq 4m+3) \) we have

\[
\oint_{L_h} x^{(m+1)l+m} y dx = \sum_{i=1, i \neq (m+1)(j-1)+m, j=1,2,\ldots,l}^{(m+1)l+m-1} s_{li} \oint_{L_h} x^i y dx,
\]

(2.12)
where $s_{ti}$ is a polynomial in $\gamma_1, \gamma_2, \ldots, \gamma_{m-2}$ for each $i$ and 
\[ \sum_{i=1}^{(m+1)(l+m-1)} s_{ti}^2 \neq 0. \]

Summarizing the above results, we obtain (2.12) holds for $l = 0, 1, 2, 3, \ldots, \left\lfloor \frac{n+1}{m+1} \right\rfloor - 1$ with $n \geq m$.

Let $k = \left\lfloor \frac{n+1}{m+1} \right\rfloor - 1$. Then, for $n \geq m$ we have
\[ (m+1)k + m \leq (m+1) \left( \frac{n+1}{m+1} - 1 \right) + m = n. \]

Further, by (2.12) the first order Melnikov function of system (2.1) can be written as
\[
M(h, \delta) = -\oint_{L_h} \sum_{i=0}^{n} a_i x^i y dx = -\sum_{i=0}^{n} a_i \oint_{L_h} x^i y dx \\
= -\sum_{i=0}^{n} a_i \oint_{L_h} x^i y dx - \sum_{i=0}^{n} a_i \oint_{L_h} x^i y dx \\
= -\oint_{L_h} \sum_{i=0}^{n} a_i x^i y dx,
\]

where
\[ \bar{a}_i = \begin{cases} 
  a_i, & i = 0 \text{ or } (m+1)k + m + 1 \leq i \leq n, \\
  a_i + \sum_{r=0}^{k} a_{(m+1)(r+m)s_{ri}}, & 1 \leq i \leq m - 1, \\
  a_i + \sum_{r=j}^{k} a_{(m+1)(r+m)s_{ri}}, & (m+1)j \leq i \leq (m+1)j + m - 1, j = 1, 2, \ldots, k.
\]

Obviously, for $n \geq m$, the expression in (2.13) contains at most $n-k$ independent perturbation parameters and one may assume $a_{(m+1)i+m} = 0$, $i = 0, 1, 2, \ldots, \left\lfloor \frac{n+1}{m+1} \right\rfloor - 1$. If $n < m$, it is obvious that system (2.1) has at most $n + 1$, i.e., $n - k$ independent perturbation parameters.

The proof of Theorem 1.1 is complete.

Corollary 1.1 can be directly proved by using Theorem 1.1 since system (1.7) has the same first order Melnikov function as the following system
\[
\dot{x} = y, \quad \dot{y} = -g(x) - \varepsilon \sum_{i=0}^{n-1} b_i x^i y,
\]

where $b_i = (i+1)a_{i+1}$.

From the proof of Theorem 1.1, it can be seen that Theorem 1.1 also holds if $g(x) = r_m x^m$, $r_m \neq 0$, $m \geq 1$ under the assumption that system (1.5) has at least a family of periodic orbits. And so is Corollary 1.1.

3. The proof of Theorem 1.2

Consider system (1.4) with $\frac{2}{5} < \alpha < 1, \beta = 1$. It can be shown that the phase portraits of system (1.4) are qualitatively same for any values of $\frac{2}{5} < \alpha < 1$ by [22]. Thus, for simplicity, we take $\alpha = \frac{8}{15}$ under which system (1.4) can be written as
where

\[
H(x, y) = \frac{1}{2} y^2 + \frac{1}{5} x^5 - \frac{19}{30} x^4 + \frac{31}{45} x^3 - \frac{4}{15} x^2,
\]

with the phrase portrait shown in Fig. 1.

It can be seen that system (3.1) has three singular points: a hyperbolic saddle \(O(0, 0)\), an elementary center \(C(\frac{8}{15}, 0)\) and a cusp \(A(1, 0)\). Let

\[
h_o \equiv H(0, 0) = 0, \quad h_c \equiv H(\frac{8}{15}, 0) = -\frac{5888}{421875}, \quad h_a \equiv H(1, 0) = -\frac{1}{90}.
\]

The cuspidal loop \(L\) and the homoclinic loop \(L_0\) are defined by the equations \(H(x, y) = h_a\) and \(H(x, y) = 0\), respectively. The equation \(H(x, y) = h, h \in (h_c, h_a)\) (or \(H(x, y) = h, h \in (h_a, 0)\)) defines a family of periodic orbits \(L_1(h)\) (or \(L_2(h)\)). The corresponding two Melnikov functions are given by

\[
M_1(h, \delta) = \oint_{L_1(h)} qdx - pdy, \quad h \in (h_c, h_a),
\]

\[
M_2(h, \delta) = \oint_{L_2(h)} qdx - pdy, \quad h \in (h_a, 0).
\]

In the following, we prove Theorem 1.2.

First, take \(n = 28\). By Theorem 1.1 one may assume \(a_{2i+4} = 0, i = 0, 1, 2, 3, 4\). In order to study the number of limit cycles of system (3.1) we first give the expansions with some coefficients for the first order Melnikov functions \(M_1(h, \delta)\) and \(M_2(h, \delta)\).

For \((x, y)\) near the cusp point \((1, 0)\), using the formulas given in [13] we can expand \(M_1(h, \delta)\) for \(0 < h_a - h \ll 1\) and \(M_2(h, \delta)\) for \(0 < h - h_a \ll 1\) as

\[
M_1(h, \delta) = c_0 + B_{00} c_1|h - h_a|^{\frac{1}{2}} + (c_2 + O(c_1))(h - h_a) + B_{10} c_3|h - h_a|^{\frac{3}{2}}
- \frac{B_{10}}{11} c_4|h - h_a|^{\frac{5}{2}} + O(|h - h_a|^2),
\]

\[
M_2(h, \delta) = c_0 + B_{00} c_1(h - h_a)^{\frac{1}{2}} + (c_2 + O(c_1))(h - h_a) + B_{10} c_3(h - h_a)^{\frac{3}{2}}
+ \frac{B_{10}}{11} c_4(h - h_a)^{\frac{5}{2}} + O(|h - h_a|^2),
\]

where \(B_{00} > 0, B_{10} > 0, B_{00} < 0, B_{10} < 0\) are constants.

With the aid of Maple, we apply the formulas (3.22) and (3.23) in [24] to directly get

\[
c_0 = \sum_{i=0}^{28} a_i \tilde{J}_i, \quad c_2 = \sum_{i=1}^{28} a_i \tilde{J}_i,
\]
where

\[ J_i = -\int_{-\frac{1}{5}}^{\frac{1}{5}} x_i y_i \, dx = -\frac{2}{15} \int_{1-x}^{1} x_i (1-x) f_2(x) \, dx, \]
\[ \tilde{J}_i = -\int_{-\frac{1}{5}}^{\frac{1}{5}} (x_i - 1) \, dt = -\int_{1-x}^{1} \frac{x_i - 1}{y} \, dx = -30 \int_{1-x}^{1} \frac{x_i - 1}{(1-x) f_2(x)} \, dx, \]
\[ f_2(x) = \sqrt{-90x^3 + 105x^2 - 10x - 5}, \]

with

\[ J_0 = \left( \frac{2}{155} s_1 - \frac{286}{141175} s_2 \right) \sqrt{105}, \quad J_1 = \left( \frac{38}{25515} s_1 - \frac{382}{76315} s_2 \right) \sqrt{105}, \]
\[ J_2 = \left( \frac{656}{341995} s_1 - \frac{3352}{1148175} s_2 \right) \sqrt{105}, \ldots, \]
\[ \tilde{J}_1 = \left( \frac{4}{7} s_1 \sqrt{105} \right), \quad \tilde{J}_2 = \left( \frac{10}{27} s_1 + \frac{2}{3} s_2 \right) \sqrt{105}, \quad \tilde{J}_3 = \left( \frac{8}{27} s_1 + \frac{32}{27} s_2 \right) \sqrt{105}, \ldots \]

and \( s_1 = \text{EllipticK} \left( \frac{2}{3} \sqrt{7} \right), \ s_2 = \text{EllipticE} \left( \frac{2}{3} \sqrt{7} \right). \) To obtain \( c_1 \) and \( c_3 \) we introduce a change of variables in the form of

\[ u = 1 - x, \quad v = -y, \]

under which system \( (1.4) \) becomes

\[ \dot{u} = v, \quad \dot{v} = (1 - \alpha) u^2 + (\alpha - 2) u^3 + u^4 - \varepsilon v f(1 - u). \quad (3.3) \]

The Hamiltonian function of system \( (3.3) \) is

\[ H(u, v) = \frac{1}{2} v^2 + \frac{\alpha - 1}{3} u^3 + \frac{2 - \alpha}{4} u^4 - \frac{1}{5} u^5. \]

Now we can apply the programs in [13] to obtain the coefficients \( c_1, c_3 \) and \( c_4 \), given as follows:

\[ c_1 = -2 \sqrt{2} \left( \frac{45}{7} \right)^2 \sum_{i=0}^{28} a_i, \]
\[ c_3 = \left( \frac{45}{7} \right)^4 \frac{30 \sqrt{2}}{7} \sum_{i=0}^{28} a_i, \]
\[ c_3 = \left( \frac{45}{7} \right)^4 \frac{30 \sqrt{2}}{7} \sum_{i=0}^{28} a_i = \left( \frac{45}{7} \right)^4 \frac{30 \sqrt{2}}{7} \sum_{i=0}^{28} a_i, \]
\[ c_4 = \frac{72 \sqrt{2} \left( \frac{45}{7} \right)^4 \frac{30 \sqrt{2}}{7} \sum_{i=0}^{28} a_i, \]
\[ c_4 = \frac{72 \sqrt{2} \left( \frac{45}{7} \right)^4 \frac{30 \sqrt{2}}{7} \sum_{i=0}^{28} a_i, \]

Next for \( (x, y) \) near \( C(\frac{8}{15}, 0) \), we similarly use the formulas given in [7] to write the Melnikov function \( M_1(h, \delta) \) as

\[ M_1(h, \delta) = \sum_{j \geq 0} b_j(h - h_c)^{j+1}, \quad 0 < h - h_c \ll 1, \quad (3.4) \]

where the formulas of \( b_j \) can be similarly obtained from [24] by executing the Maple programs in [12]. We list the formulas of \( b_0 \) and \( b_1 \) below and omit other lengthy expressions.
Now all the coefficients needed for the proof of Theorem 1.2 have been obtained. For convenience, in the remaining of the proof we first introduce the following lemma which can be obtained by [24].

**Lemma 3.1.** Consider system (3.1), and assume (3.2) and (3.4) hold. If there exists a parameter \( \delta_0 \) such that

\[
b_j(\delta_0) = 0, \quad j = 0, 1, \ldots, k_2 - 1, \quad b_{k_2}(\delta_0) \neq 0,
\]

(3.5)

and

\[
c_j(\delta_0) = 0, \quad j = 0, 1, 2, 3, \quad c_4(\delta_0) \neq 0,
\]

(3.6)

\[
\text{rank} \left( \frac{\partial (c_0, c_1, c_2, c_3, b_0, \ldots, b_{k_2-1})}{\partial (\delta_1, \delta_2, \ldots, \delta_N)} \right) = k_2 + 4,
\]

then system (3.1) has \( k_2 + k + 6 \) limit cycles for some \((\varepsilon, \delta)\) near \((0, \delta_0)\), where \( k = 1 \) if \( c_4(\delta_0)b_{k_2}(\delta_0) > 0 \) and \( k = 0 \) if \( c_4(\delta_0)b_{k_2}(\delta_0) < 0 \).

Next, we solve the following equations:

\[
b_j(\delta) = 0, \quad j = 0, 1, \ldots, 18, \quad c_j(\delta) = 0, \quad j = 0, 1, 2, 3,
\]

(3.7)

to obtain the solution for \( \delta \). It should be noted that all the computations are symbolic.

Let \( \delta_0 = (a_0, a_1, a_2, \ldots, a_{27}) \) denote the solution of (3.7). We can get

\[
\text{rank} \left( \frac{\partial (b_0, b_1, b_2, \ldots, b_{18}, c_0, c_1, c_2, c_3)}{\partial (a_0, a_1, a_2, a_3, \ldots, a_{31})} \right) \bigg|_{\delta_0} = 23,
\]

and
\[ b_{19}(\delta_0) = -\frac{l_0}{l_0} \frac{l_1 s_1^2 - l_2 s_1 s_2 + l_3 s_2^2}{l_1 s_1^2 - l_2 s_1 s_2 + l_3 s_2^2} \pi \sqrt{30} a_{28}, \]
\[ c_4(\delta_0) = \frac{31309846957052568296392}{331425509969306334164810180640625} \frac{\tilde{k}_1 s_1^2 - \tilde{k}_2 s_1 s_2 + \tilde{k}_3 s_2^2}{\tilde{k}_1 s_1^2 - \tilde{k}_2 s_1 s_2 + \tilde{k}_3 s_2^2} 45\frac{7}{2} \sqrt{2} a_{28}, \]

where

\[ \bar{l}_0 = 85707601243442279962074006721757444629980916134259771865799848 \]
\[ 455935716629023203125, \]
\[ l_0 = 863076717231988931496802466892678558991373606566634623401719534 \]
\[ 6085019648, \]
\[ \bar{l}_1 = 1426345834175180928830808636666855564405512940538868197581857 \]
\[ 03643924796161248660150100902171716324666845550297370917521728 \]
\[ 13776749177701285163280731639859704025, \]
\[ \bar{l}_2 = 416374943172774514046953154981010330770169821145790633577082219 \]
\[ 27647481623176774671809192140837177381341886764576757628107782 \]
\[ 14956820530197881079265183323318825900, \]
\[ \bar{l}_3 = 304232564827681964476412963220570056629790154011594466541892756 \]
\[ 677709593576872728729340747163646801986366079143427980773713647 \]
\[ 6781088039742826252023621845110043903, \]
\[ l_1 = 169348424314546157758624476101265387867672735809361415805365899 \]
\[ 45825415780437498740925094894190976712400328782186602870845804 \]
\[ 00536283239955870364300, \]
\[ l_2 = 4949509942424020590100963711131458792705532705828420388071886674 \]
\[ 414100965029006495283339801777118432966524791200224580033064899 \]
\[ 29525075240045761793500, \]
\[ l_3 = 361645661633395305492967406294543364091660821711199222817059688 \]
\[ 8132697319006097015094090877117138802583764185643831332915521 \]
\[ 36358216479270550370111, \]
\[ \bar{k}_1 = 18801139983727273123936632111061746818912584841666685936599241489 \]
\[ 954234350901951644477684681250005042062655500752357337465983386 \]
\[ 02803467637994631526675, \]
\[ \bar{k}_2 = 54949695272962731700032995752116039526253251403185109261308919111625 \]
\[ 2180435472019822628891657381112267233287965428172165017822177501978 \]
\[ 636783187226830, \]
\[ \bar{k}_3 = 4015007841028627105598940002595195261187748210757308470966350283008 \]
\[ 7581426251290183281843930569524408817541329468291065343682124505745 \]
\[ 201570305490959, \]
From (3.8), we get
\[ b_{19}(\delta_0) \neq 0, \quad c_4(\delta_0) \neq 0, \quad a_{28}c_4(\delta_0) > 0, \quad a_{28}b_{19}(\delta_0) < 0, \tag{3.9} \]
if \( a_{28} \neq 0 \).

Then, by Lemma 3.1, we know that \( k_2 = 19 \) and \( c_4(\delta_0)b_{19}(\delta_0) < 0 \). Thus, system (3.1) has 25 limit cycles for some \((\varepsilon, \delta)\) near \((0, \delta_0)\), i.e., \( H^*(28, 4) \geq 25 \).

Similarly as before, for \( n = 19 \) we can find \( \bar{\delta}_0 = (a_0, a_1, \cdots, a_{17}) \) such that
\[
\text{rank} \left. \frac{\partial (b_0, b_1, b_2, \cdots, b_{10}, c_0, c_1, c_2, c_3)}{\partial (a_0, a_1, a_2, a_3, \cdots, a_{17})} \right|_{\bar{\delta}_0} = 15,
\]
and
\[
b_{11}(\bar{\delta}_0) = \frac{-\overline{\mu}_0 \overline{\mu}_1 s_1^2 - \overline{\mu}_2 s_1 s_2 + \overline{\mu}_3 s_2^2}{\overline{\rho}_0 \overline{\rho}_1 s_1^2 - \overline{\rho}_2 s_1 s_2 + \overline{\rho}_3 s_2^2} \pi \sqrt{30} a_{18},
\]
\[
c_4(\bar{\delta}_0) = \frac{110739297609}{9540248225609756525} \frac{\overline{\nu}_1 s_1^2 - \overline{\nu}_2 s_1 s_2 + \overline{\nu}_3 s_2^2}{\overline{\rho}_1 s_1^2 - \overline{\rho}_2 s_1 s_2 + \overline{\rho}_3 s_2^2} 45 \frac{7}{2} \sqrt{2} a_{18}, \tag{3.10} \]

where
\[
\overline{\mu}_0 = 33306323073978122500251629389822483062744140625,
\]
\[
\mu_0 = 40721642681997003402589351854135658699328,
\]
\[
\overline{\mu}_1 = 83903072878937060368629094649240466187410679175513945498766011
81905377158320450,
\]
\[
\overline{\mu}_2 = 24522154996574411982568042143958716359315091071739630830031685
041636670908482325,
\]
\[
\overline{\mu}_3 = 179175823076487839740992590845457115558703123530980205647122466
384390815817095289,
\]
\[
\mu_1 = 93369521725144295307458229863715449381365075907215554794324514
47257425,
\]
\[
\mu_2 = 272886346638874985737126457629195556624803119627775565310299039
478372750.
\[ \mu_3 = 199387757370565634442733119011498216057118470791980043455952568 \]
\[ \quad 975719511, \]
\[ \bar{\nu}_1 = 192744009346447066561792521935881833608981466659642558958735275 \]
\[ \quad 289062552325, \]
\[ \bar{\nu}_2 = 56332883547249304365626849226490434924079836698464643631934512 \]
\[ \quad 927350085320, \]
\[ \bar{\nu}_3 = 411607315255638258851678076045835734705112024856070879134988139 \]
\[ \quad 219879456361, \]
\[ \nu_1 = 933695217251442953074582298637154493813650759007215554794324514 \]
\[ \quad 47257425, \]
\[ \nu_2 = 27288634663887498573712645762919555662480311962777556310299039 \]
\[ \quad 478372750, \]
\[ \nu_3 = 199387757370565634442733119011498216057118470791980043455952568 \]
\[ \quad 975719511. \]

If \( a_{18} \neq 0 \), from (3.10) we get

\[ b_{11}(\bar{\delta}_0) \neq 0, \quad c_4(\bar{\delta}_0) \neq 0, \quad a_{18}c_4(\bar{\delta}_0) < 0, \quad a_{18}b_{11}(\bar{\delta}_0) > 0. \]

Then, by Lemma 3.1, system (3.1) has 17 limit cycles for some \((\varepsilon, \delta)\) near \((0, \bar{\delta}_0)\), i.e., \(H^*(19,4) \geq 17\).

This completes the proof of Theorem 1.2.
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