Hopf and Generalized Hopf Bifurcations in a Recurrent Autoimmune Disease Model
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This paper is concerned with bifurcation and stability in an autoimmune model, which was established to study an important phenomenon — blips arising from such models. This model has two equilibrium solutions, disease-free equilibrium and disease equilibrium. The positivity of the solutions of the model and the global stability of the disease-free equilibrium have been proved. In this paper, we particularly focus on Hopf bifurcation which occurs from the disease equilibrium. We present a detailed study on the use of center manifold theory and normal form theory, and derive the normal form associated with Hopf bifurcation, from which the approximate amplitude of the bifurcating limit cycles and their stability conditions are obtained. Particular attention is also paid to the bifurcation of multiple limit cycles arising from generalized Hopf bifurcation, which may yield bistable phenomenon involving equilibrium and oscillating motion. This result may explain some complex dynamical behavior in real biological systems. Numerical simulations are compared with the analytical predictions to show a very good agreement.
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1. Introduction

Autoimmune diseases arise from an inappropriate immune system in responding against its own cells and tissues, which are normally present in the body. A substantial minority of population, approximately 3% of people in “developed” countries, suffer from over 40 recognized autoimmune diseases [DeFranco et al., 2007], which are often chronic, depleting and fatal. Some autoimmune diseases show recurrent (or blips) behavior, which was found typically in multifocal osteomyelitis [Girschick et al., 2007; Iyer et al., 2011], eczema [Fergusson et al., 1990], subacute discoid lupus erythematosus [Munro, 1963], and psoriasis [Farber et al., 1986]. During recurrent autoimmune disease, the disease symptoms can disappear spontaneously, but it will occasionally relapse later. Therefore, a profound study on the recurrent dynamics of autoimmune disease is important to obtain a broad understanding of this disease phenomenon.

In immune system, regulatory T (Treg) cells, a subpopulation of T cells, play a crucial role in tolerating the body’s own cells and tissues, and suppress the autoimmune response. Treg cells operate primarily at the site of inflammation. The mechanisms for Treg cells modulating the immune reaction is one of the most intensely studied and debated issues, while “there might be a single key mechanism
that has a predominant role", as Miyara and Sakaguchi pointed out in [Miyara & Sakaguchi, 2007]. Here, we adopt two mechanisms proposed in a general autoimmune disease model by Alexander and Wahl [2011]. One mechanism is that Treg cells suppress directly on professional antigen presenting cells (pAPCs), which play a vital role in activating naive T cells, and remove pAPCs permanently. The other mechanism is that the Treg cells directly reduce and remove the peripheral auto-reactive effector T cells, which have antigen receptors specific to self-antigens and ready to attack host cells. Phenotypic analysis shows that Treg cells subset is heterogeneous [Sakaguchi et al., 2010] in the expression of HLA-DR, which identifies a terminally differentiated Treg cells, and effector T cells. The terminal Treg cells are generated from natural Treg cells proliferation [Sakaguchi et al., 2010], while suppressing more efficiently and tend to be apoptotic much faster than the natural Treg cells. The following mathematical model was established to model the Treg cells activity in modulating the immune response [Zhang et al., 2014],

\[ \dot{A} = \alpha E - \sigma_1(R_n + dR_d)A - b_1A - \mu_A A, \]

\[ \dot{R}_n = (\sigma_2 E + \beta)A - \mu_n R_n - \xi R_n, \]

\[ \dot{R}_d = \xi R_n - \mu_d R_d, \]

\[ \dot{E} = \lambda E A - \sigma_3(R_n + dR_d)E - b_1 E - \mu_E E, \]

where the state variables \( A, R_n, R_d \) and \( E \) represent the population of the mature pAPCs, the activated natural Treg cells specific for antigen of interest, terminally differentiated Treg cells, and the active auto-reactive effector T cells with specific antigen of interest. The pAPCs are activated at a rate of \( \alpha E \) by uptaking self-antigen, which is generated by the Treg cells with specific antigen at a rate of \( \sigma_1(R_n + dR_d)A \), where \( d \) is the ratio of suppressive effectiveness between the natural Treg cells and terminally differentiated Treg cells, while the Treg cells with other specificities and therapy can also suppress pAPCs at a rate of \( b_1 \). The natural Treg cells are activated with interaction of the pAPCs in the presence of IL-2 which is generated by the effector T cells at a rate of \( \pi_3 E \), and by other sources like dendritic cells (DCs) [Field et al., 2007; Scheffold et al., 2005; Scheffold et al., 2007] at a rate of \( \beta \), and thus the natural Treg cells generation rate is \( (\pi_3 E + \beta)A \). The activated natural Treg cells may undergo further differentiation and proliferation [Sakaguchi et al., 2010] at a rate of \( \xi \) and give birth to terminally differentiated Treg cells at a rate of \( \sigma_2 E \). The vicious effector T cells are activated by the pAPCs bearing a specific antigen receptor, at a rate of \( \lambda E \), and are suppressed by the Treg cells with specific antigen of interest at a rate of \( \sigma_3(R_n + dR_d)E \), and the Treg cells with other specificities and therapy at a rate of \( b_1E \). The death rates of the pAPCs, natural Treg cells, terminally differentiated Treg cells, and effector T cells are \( \mu_A, \mu_n, \mu_d, \) and \( \mu_E \), respectively.

It has been shown in [Zhang et al., 2014] that all solutions of (1) are non-negative, if the initial conditions are taken non-negative, and they are bounded. Moreover, a detailed analysis on the stability of equilibrium solutions is also given in [Zhang et al., 2014]. Thus, in this paper, we will focus on the nonlinear study of model (1), in particular on Hopf and generalized Hopf bifurcations, giving rise to multiple limit cycles bifurcating from the disease equilibrium. The rest of the paper is organized as follows. In the next section, we provide a brief summary on the linear analysis of system (1), and find the transcritical and Hopf bifurcations from the equilibrium solutions. Then, in Sec. 3, we devote to nonlinear analysis and focus on Hopf bifurcation. Center manifold theory and normal form theory will be used to find the approximate solution of limit cycles and determine their stability. In Sec. 4, we present a study on generalized Hopf bifurcation, showing that at least two small-amplitude limit cycles can bifurcate from the disease equilibrium. Numerical simulations are given in Sec. 5 to show the good agreement between simulations and analytical predictions. Finally, the conclusion is drawn in Sec. 6.

2. Equilibrium Solutions, Stability and Bifurcation: Linear Analysis

In order to consider stability of equilibrium solutions of model (1), we first present certain results and formulas for general systems. Consider the general nonlinear differential system:

\[ \dot{x} = f(x, \mu), \quad x \in \mathbb{R}^n, \quad \mu \in \mathbb{R}^m, \]

\[ f : \mathbb{R}^{n+m} \rightarrow \mathbb{R}^n, \]

(2)
where the dot denotes differentiation with respect to time $t$, $x$ and $\mu$ are the $n$-dimensional state variable and $m$-dimensional parameter variable, respectively. It is assumed that the nonlinear function $f(x,\mu)$ is analytic with respect to $x$ and $\mu$. Suppose that the equilibrium solutions of Eq. (2) are given in the form of $x_0 = x_0(\mu)$, which are determined from $f(x_0,\mu) = 0$. To find the stability of $x_0$, evaluating the Jacobian of system (2) at $x = x_0(\mu)$ yields $J(\mu) = D_x f|_{x=x_0(\mu)}$. If all eigenvalues of $J(\mu)$ have nonzero real parts, then the system is said to be hyperbolic and no complex dynamics exists in the vicinity of the equilibrium solution. If at some point $\mu = \mu_*$, at least one of the eigenvalues of $J(\mu)$ has zero real part, then $\mu_*$ is called a critical point, and bifurcations may occur from $x_0(\mu)$. To determine the stability of the equilibrium solution, we need to find the eigenvalues of the Jacobian $J(\mu)$, which are the roots of the following characteristic polynomial equation:

$$
\Delta = a_1 - \lambda, \quad \Delta_2 = \det\begin{bmatrix} a_1 & 1 \\ a_3 & a_2 \end{bmatrix}, \\
\Delta_3 = \det\begin{bmatrix} a_1 & 1 & 0 \\ a_3 & a_2 & a_1 \\ a_5 & a_4 & a_3 \end{bmatrix}, \ldots, \quad \Delta_n = a_n \Delta_{n-1}.
$$

(5)

Suppose as $\mu$ is varied to reach a critical point $\mu = \mu_*$, at least one of $\Delta_i$’s becomes zero, then the fixed point $x_0(\mu_*)$ becomes unstable, and $\mu_*$ is called critical point. It is easy to see from Eq. (3) that if $a_n(\mu) = 0$ (then $\Delta_n = 0$), but other Hurwitz arrangements are still positive (i.e. $\Delta_i(\mu) > 0$, $i = 1, 2, \ldots, (n-1)$), $P_n(L) = 0$ has one zero root, indicating that system (2) has a simple zero singularity and a static bifurcation occurs from $x_0$. For other complex dynamical behavior, for example, Hopf bifurcation occurs at a critical point at which $P_n(L) = 0$ has a pair of purely imaginary eigenvalues, $\pm i\omega$ ($\omega > 0$). But this pair of purely imaginary eigenvalues are often difficult to be determined explicitly for high dimensional systems. Based on the Hurwitz criterion, the following theorem states the necessary and sufficient conditions for determining a Hopf critical point without computing the eigenvalues of the Jacobian of the corresponding system. Its proof can be found in [Yu, 2005].

**Theorem 1** [Yu, 2005]. The necessary and sufficient conditions for system (2) to have a Hopf bifurcation at an equilibrium solution $x = x_0$, is $\Delta_n = 0$, with other Hurwitz conditions being still held, i.e. $a_n > 0$ and $\Delta_i > 0$, for $i = 1, \ldots, n-2$.

### 2.1. Equilibrium solutions

Having established the results for general nonlinear dynamical systems in the previous subsection, we now return to model (1). The equilibrium solutions of this model can be obtained by simply setting $A = R_0 = R_e = 0 = E$ and solving the resulting algebraic equations, which yields two equilibrium solutions: the disease-free equilibrium $E_0$ and the disease equilibrium $E_1$. They are given by

$$
E_0 : (0, 0, 0, 0, 0)
$$

$$
E_1 : \left( A_1, \frac{\sqrt{\alpha}}{\mu d}, \frac{\alpha}{\mu d} \right)
$$

$$
\left[ \frac{\alpha}{\mu d} (\mu d + c \xi) + \mu d (\mu d + \mu d) \right] A_1
$$

---
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given by

\[ P_1(L, A_1, \alpha) = L^4 + a_1(A_1, \alpha)L^3 + a_2(A_1, \alpha)L^2 + a_3(A_1, \alpha)L + a_4(A_1, \alpha) = 0 \]

where the coefficients \( a_1(A_1, \alpha), a_2(A_1, \alpha), a_3(A_1, \alpha), \) and \( a_4(A_1, \alpha) \) are expressed in terms of \( A_1 \) and \( \alpha \), with other parameter values taken from Table 1,

given below:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_3 )</td>
<td>0.0256 day(^{-1} ) per ( E ) per ( A ) ((\tau_3))</td>
</tr>
<tr>
<td>( \lambda_e )</td>
<td>1000 day(^{-1} ) per ( A )</td>
</tr>
<tr>
<td>( \sigma_{1,3} )</td>
<td>3 \times 10^{-6} day(^{-1} ) per ( R ) (or ( R_u ) or ( R_d )) per ( A )</td>
</tr>
<tr>
<td>( \mu_{A} )</td>
<td>0.2 day(^{-1} ) per ( A )</td>
</tr>
<tr>
<td>( \mu_{n} )</td>
<td>0.1 day(^{-1} ) per ( R_u )</td>
</tr>
<tr>
<td>( \xi )</td>
<td>0.025 per ( R_u )</td>
</tr>
<tr>
<td>( d )</td>
<td>2</td>
</tr>
</tbody>
</table>

\[ a_1(A_1, \alpha) = \frac{1}{40(18A_1^2 - 9765625)}(234A_1^4 - 112500000 \alpha A_1 - 478515625), \]

\[ a_2(A_1, \alpha) = \frac{1}{5000(18A_1^2 - 9765625)}972A_1^6 + (162000000 \alpha + 20250)A_1^4 + 8226562500 \alpha A_1^2 \]

\[ + (-18566894531250000 \alpha^3 + 268066406250 \alpha \lambda_1^7 - 1092910766015625 \alpha^2 A_1 \]

\[ + 476837158203125000000 \alpha^3 - 24795532262562500000 \alpha^2 ) A_1 \]
Fig. 1. (a) Complete bifurcation diagram for model (1) projected on the $\alpha-A$ plane, with the red and blue lines denoting $E_0$ and $E_1$, respectively; (b) a part of bifurcation diagram in (a), restricted to the first quadrant and (c) bifurcation diagram for model (1) projected on the $\alpha-A-R_n$ space, with the red, green and blue lines denoting $E_0$, the inner branch of $E_1$, and the outer branch of $E_1$ which is biologically meaningless since $R_n$ takes negative values. Here, the dotted and solid lines indicate unstable and stable equilibria, respectively.
Moreover, at this critical point, all other equilibrium solution $E_{1}$ should simultaneously satisfy $F_{1}(A_1, \alpha) = 0$ [see Eq. (7)]. Thus, we obtain

$$A_{1} (\alpha) = -\frac{21333593375000000000a^{2} + 26617472656250000000 + 78480000000000000000 + 241398811340328363125a^{2}}{35253883125000000000}, \quad (9)$$

where $\alpha_{s}$ is determined from the equation,

$$F_{2}(\alpha_{s}) = 0, \quad (10)$$

Solving $F_{2}(\alpha_{s})=0$ for $\alpha_{s}$, and then substituting the solutions into $A_{1}(\alpha_{s})$ using Eq. (9), yields three critical values. The first one defines a transcritical bifurcation point $(\alpha_{c}, A_{c}) = (0, 0) = (0.2025 \times 10^{-3}, 0)$, which is exactly the same as that which we obtained from the disease-free equilibrium $E_{0}$,

$$\alpha_{c} = \frac{1}{a_{s}} (b_{1} + \mu_{1} + \mu_{2}) = \frac{a_{s}}{a_{s}^2 + 4a_{s}^2} = \frac{1}{a_{s}}.$$  

Here, the subscript “s” denotes transcritical bifurcation. Moreover, at this critical point, all other Hurwitz arrangements are still positive: $\Delta_{1} = 2 \frac{a_{s}^2}{4a_{s}^2 + 1}$, $\Delta_{2} = \frac{a_{s}^2}{4a_{s}^2 + 1}$, and $\Delta_{3} = \frac{a_{s}^2}{4a_{s}^2 + 1}$. This implies that the two eigenvalue solutions $E_{1}$ and $E_{2}$ actually intersect at this critical point, and the equilibrium $E_{1}$ emerges. That is, the biologically meaningful equilibrium solution $E_{1}$ exists only for $\alpha_{c}$ and no further static bifurcation can occur from $E_{0}$ for $\alpha > \alpha_{c}$. The second critical value defines a turning point ($\alpha_{\text{turning}}$, $A_{\text{turning}}$) = $(\frac{41}{a_{s}} - 12.5a_{s})$, which has a negative value for $\alpha$ and so is not biologically interesting [see Fig. 1(a)]. The third critical value is $(\alpha_{c}, A_{c}) = (0, 0)$, which is not allowed since $\alpha_{s}$ must take positive values for the components $R_{0}$ and $P$ in the equilibrium solution $E_{1}$ [see Eq. (6)]. Therefore, the equation $F_{2}(\alpha_{s})$ defines a unique transcritical bifurcation point.

Next, we turn to consider possible Hopf bifurcations which may occur from the disease equilibrium $E_{1}$. To achieve this, we apply Theorem 1 to the equilibrium $E_{1}$, where $A_{1}$ satisfies the polynomial equation $F_{1}(A_{1}, \alpha) = 0$ in (7). Based on the fourth-degree characteristic polynomial $P_{1}(L, A_{1}, \alpha)$ [see Eq. (8)], we apply the formula, $\Delta_{1}(A_{1}, \alpha) = a_{1}a_{2}a_{3} - a_{1}^{2}a_{2} - a_{1}a_{3}^{2} = 0$ to solve the two polynomial equations, $\Delta_{1}(A_{1}, \alpha) = 0$ and $F_{1}(A_{1}, \alpha) = 0$, together with the parameter values given in Table 1, yielding two Hopf bifurcation points: $(\mu_{11}, A_{H1}) \approx (7.8767 \times 10^{-3}, 11.4436)$, and $(\mu_{12}, A_{H2}) \approx (5.0309 \times 10^{-3}, -13.1534)$, as shown in Fig. 1(a). We only take the biologically meaningful point with two positive entries to get a unique Hopf bifurcation point: $(\mu_{11}, A_{H1}) \approx (7.8767 \times 10^{-3}, 11.4436)$. Here, the subscript “H” stands for Hopf bifurcation. At the critical point $(\mu_{11}, A_{H1})$, other stability conditions given in Theorem 1 are still satisfied:

$$a_{1} \approx 2.098879937, \quad a_{2} \approx 0.6310564343,$$

$$a_{1} \approx 0.1144843602, \quad a_{1} \approx 0.0314460534,$$

$$\Delta_{1} \approx 2.1200273294, \quad \Delta_{1} \approx -0.1 \times 10^{-18} \approx 0.$$  

As a matter of fact, by using these given parameter values, we may numerically compute the Jacobian of system (1) at the equilibrium $E_{1}$ to obtain a purely imaginary pair and two negative real eigenvalues: $\pm 0.2335a_{s} - 1.7739$, and $-0.325$. Therefore, the disease equilibrium $E_{1}$ is stable for $\alpha \in (0, \mu_{11}) \approx (0.2025 \times 10^{-3}, 0.7867 \times 10^{-3})$ and loses its stability.
at \( n = n_0 \), where a Hopf bifurcation occurs, leading to bifurcation of a family of limit cycles.

In the next section, we will study the Hopf bifurcation from \( E_1 \) and use center manifold theory and normal form theory to consider stability and direction of bifurcating limit cycles.

3. Hopf Bifurcation and Limit Cycles: Nonlinear Analysis

In this section, we pay attention to the Hopf bifurcation determined in the previous section, and use center manifold theory and normal form theory to find the approximate solutions of the limit cycles and determine their stability. In the following, for convenience, we first briefly describe center manifold theory and normal form theory. Suppose a dynamical system under consideration is described by the following differential equation (D.E.),

\[
\dot{x} = F(x, \mu), \quad x \in \mathbb{R}^n, \quad \mu \in \mathbb{R}^k, \quad F: \mathbb{R}^{n+k} \to \mathbb{R}^n,
\]

where \( x = (x_1, x_2, \ldots, x_n) \) is a state vector, \( \mu = (\mu_1, \mu_2, \ldots, \mu_k) \) is a parameter vector, and the nonlinear vector function \( F \) is assumed to be analytic in \( \mathbb{R}^n \) and \( \mathbb{R}^k \). The equilibrium solution \( \mathbf{x}_e = (x_{e1}, x_{e2}, \ldots, x_{en}) \) is determined from \( F(\mathbf{x}_e, \mu) = 0 \). We consider Hopf bifurcation, so set \( k = 1 \) and assume the Jacobian of the system evaluated at the equilibrium solution \( \mathbf{x}_e \) is given by \( J(\mu) = D_{x}F(\mathbf{x}_e, \mu) \), which has a pair of purely imaginary eigenvalues at a critical point \( \mu = \mu_c \), and other eigenvalues have negative real part.

Now, we first apply center manifold theory to reduce the dimension of system (11) and obtain a simplified differential system on the center manifold. Then we apply normal form theory to further simplify the resulting differential system, and perform a bifurcation study of a given type. To achieve this, we introduce a sliding transformation \( \mathbf{x} = \mathbf{x}_e + \mu_1 \mathbf{p}_1 + \mu \), and a parameter shifting \( \mathbf{p}_1 + \mu \) into system (11) to obtain

\[
\dot{\mathbf{u}} = F(\mathbf{x}_e + \mu_1 \mathbf{p}_1 + \mu, \mu_1, \mu_1, \mu) = F(\mathbf{u}, \mu),
\]

which yields \( D_{u}F(0,0) = J \) whose eigenvalues contain an imaginary pair. In addition, introducing another linear transformation \( \mathbf{u} = T \mathbf{x} \) such that \( J = T^{-1} \dot{T} = \mathbf{0} \) is diagonal, and taking the canonical form, therefore, we obtain the following general D.E.:

\[
\dot{x} = f(x, \mu), \quad x \in \mathbb{R}^n, \quad \mu \in \mathbb{R}, \quad f: \mathbb{R}^{n+1} \to \mathbb{R}^n,
\]

where \( f(x, \mu) = T^{-1} \dot{T} x, \mu \). Now \( x = 0 \) is an equilibrium solution of system (12) for any real values of \( \mu \), i.e.

\[
f(0, \mu) \equiv 0 \quad \text{and}
\]

\[
J(\mu) = D_x f(0, \mu) = \begin{bmatrix} A(\mu) & 0 \\ 0 & B(\mu) \end{bmatrix}
\]

with

\[
J(0) = \begin{bmatrix} A(0) & 0 \\ 0 & B(0) \end{bmatrix}
\]

satisfying

\[
\text{Re}(\lambda(A(0))) = 0, \quad \text{Re}(\lambda(B(0))) < 0.
\]

\( \lambda(\cdot) \) stands for the eigenvalues of a given matrix. Then, we can rewrite (12) as

\[
\begin{align*}
\dot{x}_1 &= A(\mu)x_1 + f_1(x_1, x_2, \mu), \\
\dot{x}_2 &= B(\mu)x_2 + f_2(x_1, x_2, \mu),
\end{align*}
\]

where \( x = (x_1, x_2)^T \), \( x_1 \) and \( x_2 \) are state variables associated with the eigenvalues of the linearized systems with zero and negative real parts, respectively, \( n_1 + n_2 = n \) (for Hopf bifurcation, \( n_1 = 2 \)), and

\[
A(\mu) = A + \mathbf{p}_1, \quad B(\mu) = B + \mathbf{p}_2.
\]

Moreover, \( f_1 \) and \( f_2 \) satisfy \( f_1(0,0,0) = f_2(0,0,0) = 0 \) and \( \frac{\partial f_1}{\partial x_1}(0,0,0) \bigg|_{\mu=0} = \frac{\partial f_2}{\partial x_2}(0,0,0) \bigg|_{\mu=0} = 0 \) and \( \frac{\partial f_1}{\partial x_2}(0,0,0) \bigg|_{\mu=0} = \frac{\partial f_2}{\partial x_1}(0,0,0) \bigg|_{\mu=0} = 0 \). By center manifold theory, there exists an analytic function \( h \), such that \( x = h(x_1, \mu) \) with \( h(0,0) = 0 \). Thus, \( \dot{x}_3 = D_h(0,0) x_2 \), which can be rewritten as

\[
N(h(x_1, \mu))
\]

\[
\equiv D_h(0,0)[A(\mu)x_1 + f_1(x_1, h(x_1, \mu); \mu)]
\]

\[
- B(\mu)x_2 - f_2(x_1, h(x_1, \mu)) = 0.
\]

In general, the above equation with the boundary conditions \( h(0,0) = 0 \) cannot be solved analytically. To find the approximation of \( h(x_1, \mu) \), we use the Taylor series of \( h(x_1, \mu) \) expanded near \( (x_1, \mu) = (0,0) \) with undetermined coefficients, and then expanding (15) and balancing the coefficients of like powers to determine the coefficients in \( h(x_1, \mu) \), and so an approximation of \( x_3 = h(x_1, \mu) \) is obtained.
We now consider the projection of the vector field on the center manifold \( W^c = \{(x_c, y_c) | y_c = h(x_c, \mu)\} \), yielding \( \dot{x}_c = A(\mu)x_c + f(x_c, h(x_c, \mu); \mu) \) or 
\[ \dot{x}_c = A(\mu)x_c + f(x_c, \mu), \quad x_c \in \mathbb{R}^2, \quad \mu \in \mathbb{R}. \tag{16} \]
satisfying \( f(0; 0) = DF(0; 0) = 0 \), and \( A(\mu) = A + \tau_0 \mu \) where \( A = \begin{pmatrix} 0 & -\omega \tau_0 \\ \omega \tau_0 & 1 \end{pmatrix} \) and \( \tau_0 = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} \).

Now applying the method of normal forms to system (16) and putting the result in the polar coordinates, yields
\[ \dot{r} = r(\nu_0 + 1 r^2 + \nu_0 r^4 + \ldots), \]
\[ \dot{\theta} = \omega + \tau_0 + \tau_0 \pm \tau_0^4 + \ldots, \tag{17} \]
where \( r \) and \( \theta \) denote the amplitude and phase of motion, respectively; \( \nu_0 \) and \( \tau_0 \) can be obtained from linear analysis, while \( \nu_1, \nu_2, \ldots \) and \( \tau_1, \tau_2, \ldots \) are obtained from nonlinear analysis. We have the following theorem for finding \( \nu_0 \) and \( \tau_0 \).

**Theorem 2.** For the linearized system of (16),
\[ \dot{x}_c = A(\mu)x_c = \begin{pmatrix} a_{11} \mu & \omega + a_{12} \mu \\ -\omega + a_{21} \mu & a_{22} \mu \end{pmatrix} x_c, \]
the following holds:
\[ \nu_0 = \frac{1}{2} (a_{11} + a_{22}), \]
\[ \tau_0 = \frac{1}{2} (a_{12} - a_{21}). \tag{18} \]

**Proof.** This is a two-dimensional system. Let \( x_c = (x_{c1}, x_{c2})^T \). There exists a nonsingular matrix \( P \), given by
\[ P = \begin{pmatrix} -\omega + a_{12} \mu & 0 \\ \frac{1}{2} (a_{11} - a_{22}) \mu & \sqrt{\omega^2 + \omega(a_{12} - a_{21}) \mu + \frac{1}{4} (a_{11} - a_{22})^2 \mu^2} \end{pmatrix}, \tag{19} \]
which is used in the transformation \((x_{c1}, x_{c2})^T = P(y_1, y_2)^T\) to yield
\[ \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = P^{-1} A P \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = \begin{pmatrix} \frac{1}{2} (a_{11} + a_{22}) \mu & \sqrt{\omega^2 + \omega(a_{12} - a_{21}) \mu + \frac{1}{4} (a_{11} - a_{22})^2 \mu^2} \\ -\omega & \frac{1}{2} (a_{11} + a_{22}) \mu \end{pmatrix} \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}, \tag{20} \]
where \( P^{-1} \) is the inverse matrix of \( P \), and
\[ \Xi = \omega \sqrt{1 + \frac{1}{2} (a_{12} - a_{21}) \mu + \frac{1}{4 \omega^2} (a_{12} - a_{21})^2 \mu^2}. \]

Next, we put the new system (20) in polar coordinates, via \( y_1 = r \sin \theta, \quad y_2 = r \cos \theta \). Thus, \( r^2 = y_1^2 + y_2^2 \), and \( \tan \theta = \frac{y_1}{y_2} \). Therefore, \( 2r \dot{r} = 2y_1 \dot{y}_1 + 2y_2 \dot{y}_2 \), yielding
\[ \dot{r} = \frac{1}{2} (a_{11} + a_{22}) \mu r = \nu_0 r \tag{21} \]
and \( \dot{\theta} = \frac{2y_1 \dot{y}_1 - y_2 \dot{y}_2}{y_2^2} \), gives
\[ \dot{\theta} = \frac{x_{c1} \dot{x}_{c1} - x_{c2} \dot{x}_{c2}}{x_{c2}^2} = \omega \sqrt{1 + \frac{1}{2} (a_{12} - a_{21}) \mu + \frac{1}{4 \omega^2} (a_{12} - a_{21})^2 \mu^2} \]
\[ = \omega \left[ 1 + \frac{1}{2} (a_{12} - a_{21}) \mu \right] + O(\mu^2) = \omega + \frac{1}{2} (a_{12} - a_{21}) \mu + O(\mu^2) = \omega + \tau_0 \mu + O(\mu^2). \tag{22} \]

The proof of Theorem 2 is complete. \( \square \)
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Note that if the original system is a nonlinear system, given in the general form, \( \dot{x}_c = f(x_c, \mu) \), with \( f(0, 0) = 0 \), and \( J(0, 0) = D_x f(0, 0) = \begin{bmatrix} 0 & \omega \\ -\omega & 0 \end{bmatrix} \), then \( a_{ij} = \frac{\partial^2 f}{\partial x_i \partial x_j} \), \( i, j = 1, 2 \).

Finally, to find \( \nu_1, \nu_2, \ldots \) and \( \tau_1, \tau_2, \ldots \), we set \( \mu = \mu_c = 0 \) in system (16) to consider

\[
\begin{align*}
\dot{x}_c &= A(0)x_c + f(x_c, h(x_c; 0); 0) \\
&= Ax_c + f(x_c)
\end{align*}
\]

and apply normal form theory (e.g. see [Guckenheimer & Holmes, 1990]) to obtain

\[
\begin{align*}
\dot{x}_c &= x_{c1}[\nu_1(x_{c1}^2 + x_{c2}^2) + \nu_2(x_{c1}^2 + x_{c2}^2)^2 + \cdots ] \\
&\quad + x_{c2}[-\omega + \tau_1(x_{c1}^2 + x_{c2}^2) + \tau_2(x_{c1}^2 + x_{c2}^2)^2 + \cdots ]; \\
\dot{x}_c &= -x_{c1}[-\omega + \tau_1(x_{c1}^2 + x_{c2}^2) + \tau_2(x_{c1}^2 + x_{c2}^2)^2 + \cdots ] \\
&\quad + x_{c2}[\nu_1(x_{c1}^2 + x_{c2}^2) + \nu_2(x_{c1}^2 + x_{c2}^2)^2 + \cdots ];
\end{align*}
\]

which can be written via \( x_{c1} = r \sin \theta \), \( x_{c2} = r \cos \theta \) as

\[
\dot{r} = r (\nu_1 r^2 + \nu_2 r^4 + \cdots ),
\]

\[
\dot{\theta} = \omega + \tau_1 r^2 + \tau_2 r^4 + \cdots .
\]

The proof can be found in [Yu, 1998].

It should be pointed out that the above two steps in computing the center manifold and normal form of general nonlinear systems can be combined into one procedure, e.g. see [Yu, 1998, 2003].

3.1. Normal form computation associated with the Hopf bifurcation from \( E_i \)

Now we apply normal form theory and the Maple program developed in [Yu, 1998] to system (1) to analyze the Hopf bifurcation which occurs at the critical point \((\alpha_H, A_H) \approx (7.8660 \times 10^{-4}, 11.4236)\) (with other parameter values given in Table 1). We show the details of finding the normal form for system (1) associated with this Hopf critical point.

Let \( \alpha = \alpha_H + \mu \), where \( \mu \) is a small perturbation (bifurcation) parameter. Then, with

\[
\begin{pmatrix}
0.001169099 \\
-0.000218441
\end{pmatrix}
= \begin{pmatrix}
-0.0008788039 & -0.0001219983 \\
-0.8049052552 & 0.0 \\
-0.1405368387 & 0.397661541 \\
-0.1318126011 & -0.2462781299
\end{pmatrix}
\]

we introduce the affine transformation,

\[
\begin{pmatrix}
A \\
R_n \\
R_d \\
E
\end{pmatrix}
= \begin{pmatrix}
\mathcal{N}_n(\mu) \\
\mathcal{N}_d(\mu) \\
\mathcal{N}(\mu)
\end{pmatrix}
+ \begin{pmatrix}
\nu_1 \\
\nu_2 \\
\nu
\end{pmatrix}
\]

(23)

where

\[
\begin{align*}
\mathcal{N}_n(\mu) &= -0.002304(\overline{\mu} + 13.65733522 + 17361.11111 \mu) \overline{\mu} \\
&\quad + 0.3608 \times 10^{-7} \overline{\mu}^2 - 0.1966656271 \times 10^{-4} - 0.025 \mu \\
\mathcal{N}_d(\mu) &= -0.002304(\overline{\mu} + 13.65733522 + 17361.11111 \mu) \overline{\mu} \\
&\quad + 0.4608 \times 10^{-7} \overline{\mu}^2 - 0.1966656271 \times 10^{-4} - 0.025 \mu \\
\mathcal{N}(\mu) &= -7812.5(0.0245832339 + 0.7866625085 \times 10^{-3} + 31.25 \mu) \overline{\mu} + 0.0007866625084 + \mu) \overline{\mu} + 0.0008788039 + 0.2462781299
\end{align*}
\]

while \( \overline{\mu} \) and \( \mu \) have the following relation:

\[
\begin{align*}
F_{\overline{\mu}} &= 0.21233664 \times 10^{-1} \overline{\mu}^2 - (0.19144218 \times 10^{-8} - 0.24336 \times 10^{-5} \mu) \overline{\mu}^2 \\
&\quad - (6.371966318 \times 10^{-8} + 0.81 \times 10^{-5} \mu) \overline{\mu} - 0.9956197372 \times 10^{-7} \\
&\quad - 0.125625 \times 10^{-3} \mu + 0.625(0.7866625084 \times 10^{-3} + \mu)^2 = 0.
\end{align*}
\]
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into system (1) to obtain

$$\dot{x}_i = F_i(x_1, x_2, x_3, x_4; \mu), \quad i = 1, 2, 3, 4,$$

in which

$$F_1 = 0.2335496834x_2 + 0.1 \times 10^{-5}$$
$$+ (79.07747301x_1 + 65.85310456x_2 - 917.0159663x_3 + 73.44534378x_4)\mu + o(\mu)$$
$$+ 0.6907346999 \times 10^{-7}x_1^2 - 0.7871759754 \times 10^{-6}x_1x_2 + 0.3970177278 \times 10^{-6}x_1x_3$$
$$+ 0.283435609 \times 10^{-7}x_1x_4 - 0.2450814082 \times 10^{-6}x_2x_2 + 0.2071989330 \times 10^{-4}x_3^2$$
$$+ 0.3040390966 \times 10^{-6}x_3x_4 - 0.1083827494 \times 10^{-5}x_4x_2 - 0.456398326 \times 10^{-7}x_4^2$$
$$- 0.1711886771 \times 10^{-5}x_2^2,$$

$$F_2 = -0.335496834x_1x_1 + 0.3 \times 10^{-5}$$
$$+ (600.2229204x_1 + 735.9641430x_2 - 1588.592053x_3 + 583.6348214x_4)\mu + o(\mu)$$
$$+ 0.1870133257 \times 10^{-5}x_1^2 + 0.2701945433 \times 10^{-5}x_1x_2 - 0.1657820 \times 10^{-6}x_1x_3$$
$$+ 0.3428802216 \times 10^{-5}x_1x_4 - 0.1445942971 \times 10^{-6}x_2x_2 - 0.5016000581 \times 10^{-5}x_3^2$$
$$- 0.15468011 \times 10^{-6}x_3x_4 + 0.1929706942 \times 10^{-5}x_4x_2 + 0.154170112 \times 10^{-5}x_4^2$$
$$- 0.1468948484 \times 10^{-5}x_2^2,$$

$$F_3 = -1.77387937x_3 - 0.2 \times 10^{-5}$$
$$+ (21.72751810x_1 + 168.3180229x_2 - 62.7868030x_3 + 36.82458413x_4)\mu + o(\mu)$$
$$+ 0.3 \times 10^{-15}x_1^2 - 0.5 \times 10^{-14}x_1x_2 + 0.4467936798 \times 10^{-5}x_1x_3$$
$$+ 0.4 \times 10^{-15}x_1x_4 - 0.2385968125 \times 10^{-6}x_1x_2 - 0.2371384210 \times 10^{-6}x_1^2$$
$$+ 0.3464741128 \times 10^{-5}x_3x_4 - 0.1 \times 10^{-15}x_4x_2 + 0.2 \times 10^{-15}x_2^2,$$

$$F_4 = -0.325000000x_4 \times 10^{-4} + 0.1 \times 10^{-5}$$
$$+ (251.7612101x_1 + 319.0382245x_2 - 379.3117812x_3 + 245.949390x_4)\mu + o(\mu)$$
$$+ 0.8573938681 \times 10^{-6}x_1^2 + 0.160198369 \times 10^{-5}x_1x_2 - 0.310918787 \times 10^{-6}x_1x_3$$
$$+ 0.161184533 \times 10^{-5}x_1x_4 + 0.6916390751 \times 10^{-7}x_2x_2 - 0.1079035444 \times 10^{-4}x_3^2$$
$$- 0.2524231766 \times 10^{-6}x_3x_4 + 0.1339104819 \times 10^{-5}x_4x_2 + 0.7483468117 \times 10^{-6}x_4^2$$
$$- 0.14490733 \times 10^{-6}x_2^2,$$

where $o(\mu)$ represents higher-order terms of $\mu$. Now, the Jacobian of system (24) evaluated at the equilibrium, $x_i = 0$, $i = 1, 2, 3, 4$, at the critical point, $\mu = 0$ [corresponding to the disease equilibrium $E_0$ for model (1)] is in the Jordan canonical form:

$$J = \begin{bmatrix}
0 & 0.233549683 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-0.233549683 & 0 & 0 & 0 \\
0 & 0 & -1.77387937 & 0 \\
0 & 0 & 0 & -0.32500000000
\end{bmatrix}.$$
Applying the formula (18) to system (24), we obtain
\[
v_0 = \frac{1}{2} \left( \frac{\partial^2 F_1}{\partial x_1 \partial \mu} + \frac{\partial^2 F_2}{\partial x_2 \partial \mu} \right)_{x_1 = 0, \mu = 0}
= 34.347059642,
\]
\[
\tau_0 = \frac{1}{2} \left( \frac{\partial^2 F_1}{\partial x_2 \partial \mu} - \frac{\partial^2 F_2}{\partial x_1 \partial \mu} \right)_{x_1 = 0, \mu = 0}
= 132.897934535.
\]

Next, substituting \( \mu = 0 \) into (24) and then applying Maple program [Yu, 1998] yields
\[
v_1 = -0.2016072570 \times 10^{-11}.
\]
\[
\tau_1 = -0.1318624299 \times 10^{-10}.
\]

Therefore, the normal form associated with this Hopf bifurcation, up to third-order terms, is given by
\[
\dot{r} = r(v_0 + \mu r^2),
\]
\[
\dot{\theta} = \omega + \tau_0 r + \tau_1 r^2
= 0.233549683 + 132.897934535 \mu
- 0.1318624299 \times 10^{-10} r^2.
\]

The steady-state solutions of Eq. (27) are determined by \( \dot{r} = \dot{\theta} = 0 \), resulting in
\[
\bar{r} = 0, \quad \bar{r}^2 = 0.1699660393 \times 10^{14} \mu.
\]

The equilibrium \( \bar{r} = 0 \) represents the disease equilibrium \( E_0 \) of model (1). A linear analysis on the first differential equation of (27) shows that \( \frac{d\bar{r}}{dt} \bigg|_{\bar{r} = 0} = v_0 \mu \), and thus \( \bar{r} = 0 \) (\( E_0 \)) is stable (unstable) for \( \mu < 0 \) (\( \mu > 0 \)), as expected. When \( \mu \) is increased from negative to cross zero, a Hopf bifurcation occurs and the amplitude of the bifurcating limit cycles is approximated by the nonzero steady state solution.

\[
x_1(t) = \cos(\omega t) \bar{r} + [0.858982860 \times 10^{-6} - 0.350634360 \times 10^{-5} \cos(2\omega t) + 0.44732330 \times 10^{-5} \sin(2\omega t)] \bar{r}^2 + [0.109732343 \times 10^{-10} \cos(3\omega t)] \bar{r}^3
+ 0.348198508 \times 10^{-10} \sin(3\omega t) \bar{r}^3,
\]
\[
x_2(t) = -\sin(\omega t) \bar{r} + [0.351705177 \times 10^{-5} + 0.5135844613 \times 10^{-5} \cos(2\omega t)] \bar{r}^2 + [0.532745638 \times 10^{-5} \sin(2\omega t)] \bar{r}^2 - 0.340371221 \times 10^{-10} \cos(3\omega t)
\]

\( \bar{r} = 0.4118983182 \times 10^2 \sqrt{\mu} \) (\( \mu > 0 \)).

Since \( \frac{d\bar{r}}{dt} \bigg|_{(29)} = 2v_1 \bar{r}^2 \), \( -v_2 \mu \mu < 0 \) (\( \mu > 0 \), \( v_0 > 0 \), \( v_1 < 0 \)), it indicates that the Hopf bifurcation is supercritical since \( v_1 < 0 \) and so the bifurcating limit cycles are stable. Equation (29) gives the approximate amplitude of the bifurcating limit cycles, while the phase of the motion is determined by \( \theta = \omega t \), where \( \omega \) is given by
\[
\omega = \frac{d\theta}{dt} \bigg|_{(29)} = 0.233549683 - 90.8158182 \mu.
\]

Having found the nonzero steady-state solution (limit cycle) in terms of \( \bar{r} \) and \( \theta = \omega t \), the periodic solution of Eq. (24) can be written in a general form:
\[
x_1(\mu) = \bar{r} \cos(\omega t) + h_1(\bar{r} \sin(\omega t), \bar{r} \sin(\omega t)),
\]
\[
x_2(\mu) = -\bar{r} \sin(\omega t) + h_2(\bar{r} \cos(\omega t), \bar{r} \sin(\omega t)),
\]
\[
x_i(\mu) = h_i(\bar{r} \cos(\omega t), \bar{r} \sin(\omega t)), \quad i = 3, 4,
\]

where \( \bar{r} \) and \( \omega \) are given in Eqs. (29) and (30), respectively. However, in order to get higher-order (e.g., third-order) approximate solutions of the oscillation in terms of the original variables \( A, R_0, R_d \), and \( E \) for a comparison with the numerical simulation to be discussed in the next section, we need the nonlinear transformations (including the center manifold transformation and the normal form transformation) between \( x_i \) (\( i = 1, 2, 3, 4 \)) and the polar coordinates \( (r, \theta) \). Fortunately, these nonlinear transformations can be obtained directly from the computer output of the Maple program [Yu, 1998] as follows:
Under the above assumptions, system (1) becomes
\[\dot{x}_3(t) = \begin{bmatrix} 0.8456040162 	imes 10^{-16} + 0.7213644930 	imes 10^{-16} \cos(2 \omega t) + 0.471818329 \times 10^{-16} \sin(2 \omega t) \end{bmatrix},\]
\[\dot{x}_4(t) = \begin{bmatrix} 0.1316899684 \times 10^{-5} - 0.1814270059 \times 10^{-6} \sin(2 \omega t) + 0.1558567935 \times 10^{-5} \cos(2 \omega t) \end{bmatrix},\]
\[-0.8220638067 \times 10^{-11} \cos(3 \omega t) + 0.1214100228 \times 10^{-10} \sin(3 \omega t) \].

Finally, with the above transformations we can now use the affine transformation (33) to obtain the periodic solution in terms of the original variables. The comparison between the analytical prediction and numerical simulation is given in Sec. 5.

4. Generalized Hopf Bifurcation Leading to Multiple Limit Cycles

In the previous sections, we have given a detailed analysis on Hopf bifurcation, which is limited to the bifurcation of single limit cycle. However, disease models may exhibit complex dynamical behaviors caused by bifurcation of multiple limit cycles, yielding bistable or multiple stable solutions involving equilibria and steady motions. It has been noted that such a study is often ignored in the literature on the analysis of practical systems, in particular, on biological systems, since the analysis is not easy even for two-dimensional systems. Most of the published works are limited to bifurcation of single limit cycle with very few of them using numerical simulation to show two limit cycles.

In this section, we will use the reduced three-dimensional model presented in Zhang et al., 2014 to prove the existence of two limit cycles bifurcating from a Hopf critical point. To reduce the four-dimensional system (1) to a three-dimensional model, we assume the following:

(i) Only the suppression for which Treg (\(R_n\) and \(R_d\)) acts on pAPC (\(A\)), not on effector T cells (\(E\)), is considered, resulting in \(\sigma_3 = 0\).

(ii) Except for \(E\), the IL-2 sources are not considered, yielding \(\beta = 0\).

(iii) Quasi-steady state assumption is applied to the last equation of model (1), leading to \(\dot{E} \approx 0\), and thus the state variable \(E\) can be eliminated from the system.

Under the above assumptions, system (1) becomes
\[\dot{A} = \frac{\alpha \lambda E}{\delta_3 + \mu E} A - \sigma_1(R_n + dR_d) A - (b_1 + \mu A) A,\]
\[\dot{R}_n = \frac{\pi_3 \lambda E}{b_1 + \mu E} A^2 - (\mu_n + \xi) R_n,\]
\[\dot{R}_d = \epsilon \xi R_n - \mu_d R_d.\]

To further simplify the analysis, introducing the following transformation,
\[\dot{X} = \mu_1 X, \quad \dot{R}_n = \mu_2 Y, \quad \dot{R}_d = \mu_3 Z, \quad \tau = \mu_4 t,\]
where
\[\mu_1 = \mu_d \left( \frac{b_1 + \mu_4}{\sigma_1 \pi_3 \lambda E} \right), \quad \mu_2 = \frac{\rho_d}{\sigma_1}, \quad \mu_3 = \frac{\epsilon \xi}{\sigma_1}, \quad \mu_4 = \mu_d,\]
into (34) we obtain the dimensionless system:
\[\frac{dX}{dt} = (m_1 - m_2 - Y - DZ)X,\]
\[\frac{dY}{dt} = X^2 - m_3 Y,\]
\[\frac{dZ}{dt} = Y - Z,\]
where the new parameters are given by
\[m_1 = \frac{\alpha \lambda E}{\rho_d (b_1 + \mu_4)} \quad m_2 = \frac{b_1 + \mu_4}{\rho_d} \quad m_3 = \frac{\mu_n + \xi}{\rho_d} \quad D = \frac{\epsilon \xi}{\rho_d}.\]
Here, note that only \(m_1\) contains \(\alpha\) which is usually treated as a bifurcation parameter. Using the parameter values given in Table 1 we have
\[
\mu_1 = \frac{25\sqrt{5}}{4} |A|, \quad \mu_2 = \frac{2 \times 10^5}{3} |R_0|, \quad \mu_3 = \frac{2 \times 10^5}{3} |R_0|, \quad \mu_4 = \frac{1}{5} \text{/ day},
\]

which agree with the units of the state variables and time. Moreover, assuming \( \alpha = \frac{1}{\text{day}} = 0.005 \), we have the new parameters which are indeed dimensionless, given by

\[
m_1 = \frac{50}{9} \approx 5.555556, \quad m_2 = \frac{9}{4} = 2.25, \quad m_3 = \frac{5}{8} = 0.625, \quad D = 2.
\]

It is easy to obtain two equilibrium solutions from (35) as follows:

\[
E_0 : (0, 0, 0),
\]

\[
E_1 : \left( \frac{m_1(m_1 - m_2)}{1 + D}, \frac{m_1 - m_2}{1 + D}, \frac{m_1 - m_2}{1 + D} \right), \quad (m_1 \geq m_2).
\]

As a matter of fact, we can treat \( m_1 - m_2 \) as a single parameter and thus the transcritical bifurcation point becomes \( m_1 - m_2 = 0 \), and in fact the formulas given below on the analysis of Hopf bifurcation indeed does not involve the parameter \( m_2 \) if we choose \( m_1 \) as the perturbation parameter for the Hopf bifurcation.

Therefore, the only possible bifurcation from \( E_1 \) is Hopf bifurcation. The critical Hopf bifurcation point is determined by the condition, \( \Delta_2 = 0 \), where

\[
\Delta_2 = (1 + m_3) \left[ \frac{m_1(1 + D + 2(m_1 - m_2))}{1 + D} - 2m_3(m_1 - m_2) \right]
\]

\[
\times \left[ \frac{1}{1 + D}(1 + m_3) \right]
\]

\[
+ \frac{m_1^2}{1 + D}(m_1 - m_2)(m_3 - D)
\]

\[
+ \left( 1 + D \right)(1 + m_3).
\]

It is easy to see that when \( m_1 > m_2 \) and \( m_1 - D > 0 \), \( E_1 \) is always stable, and a Hopf bifurcation occurs from \( E_1 \) only if \( m_3 < D \). Hence, the Hopf critical point is defined by

\[
m_{1H} = m_2 + \frac{(1 + D)(1 + m_3)}{2(D - m_3)}, \quad (D > m_3).
\]

where the subcritical \( H \) denotes Hopf bifurcation. Further, suppose the characteristic polynomial equation \( P_1(\lambda) = 0 \) has one real eigenvalue \( \lambda_1(1) \) and a complex conjugate, \( \lambda_2, \lambda_3(m_1) = \alpha(m_1) \pm \omega(m_1) \). It should be noted that \( \lambda(m_1), \alpha(m_1) \) and \( \omega(m_1) \) contain other parameters \( m_2, m_3 \) and \( D \). Then, at this critical point \( m_1 = m_{1H} \), we have

\[
\lambda_1(m_{1H}) = - (1 + m_3) < 0, \quad \alpha(m_{1H}) = 0 \quad \text{and}
\]

\[
\omega(m_{1H}) = \omega_c = \sqrt{\frac{m_3(1 + D)}{D - m_3}} > 0, \quad (D > m_3).
\]

Moreover, we can show that the transversal condition is satisfied:

\[
\frac{\partial\alpha}{\partial m_1}(m_{1H}) = \frac{m_3(D - m_3)^2}{(1 + D)(1 + m_3) + m_3^2(D - m_3)} > 0.
\]

Next, introducing the following affine transformation

\[
\begin{pmatrix}
X \\
Y \\
Z
\end{pmatrix}
= \begin{pmatrix}
\frac{m_3(m_1 - m_2)}{1 + D} \\
\frac{m_1 - m_2}{1 + D} \\
\frac{m_1 - m_2}{1 + D}
\end{pmatrix}
+ \begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix},
\]

where \( X, Y, Z \) are the variables of the Hopf bifurcation.
where

\[
P = \begin{bmatrix}
-v & \frac{1 + m_1}{2(1 + D)} & \frac{(1 + D)(1 + m_1)}{2} & m_3 \\
1 & \omega_c & -m_3 \\
1 & 0 & 1
\end{bmatrix},
\]

into system (35) we obtain

\[
\begin{align*}
\frac{dx_1}{dt} &= \omega_c x_2 + \frac{1}{2C_1}[-m_3(1 + m_3)C_{6x}^2 + (1 + D)(1 + m_3)C_{6x}^2 + 3m_3(D - m_3)^2x_3^2 \\
&\quad + 2\omega_c(1 + m_3)C_{4x}x_2 + 2m_3(D - m_3)x_1x_3 + 2\omega_c(D - m_3)C_{5x}x_2], \\
\frac{dx_2}{dt} &= -\omega_c x_1 + \frac{1}{2C_1} \left[ \omega_c(1 + m_3)C_{6x}^2 + \omega_c(1 + m_3)(D - m_3)C_{6x}^2 \right] \\
&\quad + \frac{\omega_c(D - m_3)^2C_2}{(1 + D)(1 + m_3)} x_3 \\
&\quad - 2(1 + m_3)(D - m_3)C_{7x}x_2 - 2m_3C_3 \omega_c c_1 x_3 - 2(D - m_3)^2C_{10x}x_2, \\
\frac{dx_3}{dt} &= -(1 + m_3)x_3 + \frac{1}{2C_7} \left[ m_3(1 + m_3)C_{6x}^2 - (1 + D)(1 + m_3)C_{6x}^2 - 3m_3(D - m_3)^2x_3^2 \\
&\quad - 2\omega_c(1 + m_3)C_{4x}x_2 - 2m_3(D - m_3)C_{5x}x_3 - 2\omega_c(D - m_3)C_{5x}x_3, \tag{41}
\end{align*}
\]

where

\[
\begin{align*}
C_1 &= D(1 + m_3) + m_3(m_3 + 2)(D - m_3), & C_2 &= (2m_3^2 + 3m_3 + 2)(D - m_3) - m_3(1 + m_3), \\
C_3 &= 2(Dm_3 - m_3^2 + D)(D - m_3) + m_3(1 + m_3), & C_4 &= (D - m_3)^2 - m_3, \\
C_5 &= (1 + m_3)(D - m_3) + D, & C_6 &= m_3(D - m_3) + D + m_3, \\
C_7 &= D(1 + m_3) + 1 + 2m_3, & C_8 &= D - 1 - 2m_3, \\
C_9 &= 2D + 1 - m_3, & C_{10} &= 1 + m_3 + m_3^2. \tag{42}
\end{align*}
\]

Indeed the system (41) does not involve the parameter \(m_3\), as expected.

Next, we briefly explain how to use the method of normal forms to study bifurcation of multiple limit cycles. Suppose the general nonlinear differential system we are considering is given by \(\dot{x} = Jx + f(x)\), where \(Jx\) and \(f(x)\) represent the linear and nonlinear parts of the system, respectively. We assume \(f\) is analytic and \(f(0) = 0\), implying that \(x = 0\) is an equilibrium point of the system, and \(J\) is the Jacobian of the system evaluated at the equilibrium point \(x = 0\). Further suppose \(J\) contains a purely imaginary pair and its other eigenvalues have negative real part. Then, by applying normal form theory, we can obtain the normal form (17), where \(v_k\) and \(v_k\) are explicitly expressed in terms of the original system’s coefficients. \(v_k\) is called the \(k\)th-order focus value of the Hopf-type critical point (the origin).

The basic idea of finding \(k\) small-amplitude limit cycles of the system \(\dot{x} = Jx + f(x)\) around the origin is as follows: First, find the conditions such that \(v_0 = v_1 = \cdots = v_{k-1} = 0\) (note that \(v_0 = 0\) is automatically satisfied at the critical point), but \(v_k \neq 0\), and then perform appropriate small perturbations to prove the existence of \(k\) limit cycles.

The following lemma gives sufficient conditions for the existence of small-amplitude limit cycles. (The proof can be found in [Yu & Han, 2005].)

Lemma 2. Suppose that the focus values of a dynamical system depend on \(k\) parameters, expressed
$satisfying$

$v_j(0, \ldots, 0) = \begin{cases} \neq 0, & j = 0, 1, \ldots, k - 1, \\ \neq 0, & j = 0, 1, \ldots, k. \end{cases} \quad (43)$

and

$satisfying$

$\text{det} \left[ \frac{\partial (v_0, v_1, \ldots, v_k)}{\partial (c_1, c_2, \ldots, c_k)} \right] (0, \ldots, 0) \neq 0. \quad (44)$

Then, for any given $c_j > 0$, there exist $v_1, v_2, \ldots, v_k$ and $\delta > 0$ with $|c_j| < \delta$, $j = 1, 2, \ldots, k$ such that the equation $r = 0$ has exactly $k$ real positive roots for $r$ (i.e. the dynamical system has exactly $k$ limit cycles) in a $\delta$-ball with the center at the origin.

Now we apply the Maple program developed in [Yu, 1998] for computing the normal forms of Hopf and generalized Hopf bifurcation to system (41) to obtain

$R_{12} = m_4(m_1 + 1)\left[ (m_3^2 + 4m_3 + 1)(m_3^2 + 14m_3 + 1) \right] \times (64260 m_3^{16} + 11622021 m_3^{15} + 145525211 m_3^{14} + 938104849 m_3^{13} + 453531166 m_3^{12} + 16130725479 m_3^{11} + 4011627317 m_3^{10} + 69098273279 m_3^9 + 82632778940 m_3^8 + 69098273279 m_3^7 + 4011627317 m_3^6 + 16130725479 m_3^5 + 453531166 m_3^4 + 938104849 m_3^3 + 145525211 m_3^2 + 11622021 m_3 + 64260).$

It is obvious that $R_{12} = 0$ has no positive solution for $m_1$, implying that we cannot have solutions for $v_1 = v_2 = 0$, and thus three limit cycles are not possible. The next best possibility is to have $v_1 = 0$, but $v_2 \neq 0$, yielding two small-amplitude limit cycles. Note that using the values of $m_2$, $m_3$ and $D$ given in (46) we have $m_3 = 3.817673$, and $v_1 \approx -0.149119$. In order to have solutions for $v_1 = 0$, we solve the factor in the square bracket in the expression of $v_1$ for $D$ to obtain

$D_3 = \frac{1}{6(1 + m_3)} \left[ 1 + 6m_3 + 3m_3^2 \right] \pm \sqrt{m_3^4 - 24m_3^3 - 46m_3^2 - 24m_3 + 1}. \quad (45)$

It is easy to see that $D_{3, \pm} > 0$ provided the following condition is satisfied:

$m_3^4 - 24m_3^3 - 46m_3^2 - 24m_3 + 1 \geq 0$

$\Rightarrow m_3 \leq 0.038733 \ldots \text{ or } m_3 \geq 25.817673 \ldots$

We take $m_3 = 0.035$, $m_2 = 2.25$, and $D = D_+ = 0.247813 \ldots$, for which $v_1 = 0$ and $v_2 \approx -0.013955$. Thus, by Lemma 2 we can conclude that system (35) can have two small-amplitude limit cycles near the equilibrium solution $E_0$ due to Hopf bifurcation.

Summarizing the above results we have the following theorem.

Theorem 3. The system (35) has two equilibrium solutions $E_0$ and $E_1$. $E_0$ is a stable node for $m_1 < m_2$ and becomes a saddle for $m_1 > m_2$. $E_1$ loses its stability at the transcritical point $m_1 = m_2$, at which the equilibrium $E_1$ emerges and exist for $m_1 > m_2$. 
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$E_1$ is asymptotically stable for $m_1 \in (m_2, m_{1H})$, where $m_{1H}$ is a Hopf critical point. There does not exist conditions such that both the first and second focus values vanish, and at the critical value $D = D_*$, $v_1 = 0$ and $v_2 \neq 0$, for which proper perturbations can be chosen for system (33) to exhibit two small-amplitude limit cycles.

Note in Theorem 3 that in order to obtain two small-amplitude limit cycles, the values of $D$ and $m_1$ are chosen much smaller than that given in (30). To realize the two limit cycles, with $m_3 = 2.25$ and $m_4 = 0.035$, we take perturbations on $D$ and $m_1$ as $D = D_* - 0.05$, where $m_1 = m_{1H} - 0.0001$, and so the focus values become

$v_0 \approx -0.181712 \times 10^{-6}$, \quad $v_1 \approx 0.361977 \times 10^{-3}$,

$v_2 \approx -0.018333$.

Thus, the truncated normal form equation $\dot{r} = v_0 + v_1 r^2 + v_2 r^4 = 0$ yields the approximations for the amplitudes of the two limit cycles: $r_1 \approx 0.022704$ and $r_2 \approx 0.138669$. Since $v_0 < 0$ and $v_2 < 0$, the equilibrium point $E_1 : (X, Y, Z) = (0.333532, 3.175298, 3.175298)$ and the outer limit cycle are stable, while the inner limit cycle is unstable due to $v_1 > 0$. This is indeed a bistable phenomenon consisting of a stable equilibrium and a stable limit cycle. If restricted to the center manifold, the unstable limit cycle is a separatrix for the two attracting regions in the three-dimensional phase space, trajectories converge to either the stable equilibrium or the stable limit cycle.

However, it should be noted that here we are looking for only two limit cycles, and hence, we do not necessarily follow Lemma 2, which gives a sufficient condition for the existence of small-amplitude limit cycles. As long as under proper perturbation, we can find two positive roots from the equation: $v_0 + v_1 r^2 + v_2 r^4 = 0$, and higher-order focus values are small, then two small-amplitude limit cycles are obtained. Thus, we may take certain perturbations such that $v_1$ changes from negative to positive. For example, since $D$ is allowed to take larger values, we choose $D = 0.747814$ and $m_1 = 3.528906$, for which the focus values become

$v_0 \approx 0.000036$, \quad $v_1 \approx -0.023369$, \quad $v_2 \approx 0.219378$.

Thus solving the equation $v_0 + v_1 r^2 + v_2 r^4 = 0$ yields two positive roots: $r_1 \approx 0.039603$ and $r_2 \approx 0.323967$, which approximate the amplitudes of the bifurcating limit cycles. Moreover, the inner limit cycle is stable and the outer one is unstable. For this case, $v_0 > 0$ and $v_2 > 0$, so the equilibrium point $E_1 : (X, Y, Z) = (0.160032, 0.731718, 0.731718)$ and the outer limit cycle are unstable, while the inner limit cycle is stable because of $v_1 < 0$. Hence, for this case the system does not exhibit bistable phenomenon, and all solution trajectories converge to the stable limit cycle.

Numerical simulation for one of the above two cases will be given in the next section.

5. Numerical Simulations

In this section, numerical simulations are presented to compare with the analytical predictions obtained in the previous sections. In particular, the comparison between the analytical and numerical results obtained for the Hopf and generalized Hopf bifurcations is given. In order to give a good comparison, for Hopf bifurcation we fix all parameter values, but $\alpha$ (or $\mu$), which is treated as a bifurcation parameter. The parameter $\alpha$ is varied to show the stable equilibrium solutions $E_0$ and $E_1$, and stable limit cycles. Moreover, we will choose a large positive value of $\mu$, which means that this value is far away from the Hopf critical point $\alpha_{H}$, to demonstrate the hils phenomenon. While for the generalized Hopf bifurcation, we use the dimensionless system (35) and, besides the parameter $m_1$ treated as a bifurcation parameter (which is a function of $\alpha$), we take $D$ as the second perturbation parameter.

Having taken all parameter values, except for $\alpha$, from Table 1, it follows from Lemma 1 that the disease-free equilibrium $E_0$ is asymptotically stable for $0 < \alpha < \alpha_1 = 0.20625 \times 10^{-3}$. Then, as $\alpha$ is increased to pass through $\alpha_1$, $E_0$ becomes unstable and bifurcates into the disease equilibrium $E_1$, which is asymptotically stable for $\alpha_1 < \alpha < \alpha_{H} = 0.7867 \times 10^{-3}$. As $\alpha$ is further increased, $E_1$ becomes unstable at the Hopf critical point $\alpha = \alpha_{H}$, leading to a family of limit cycles. The normal form obtained for the Hopf bifurcation is given in (27).

Since $v_1 = -0.201667 \times 10^{-1} < 0$, the Hopf bifurcation is supercritical, and the bifurcating limit cycles are stable.

To show the series of bifurcations, we vary the bifurcation parameter $\alpha$ and increase its value from a small one less than $\alpha_{H}$. We first choose $\alpha = 0.15 \times 10^{-3} < \alpha_{H}$, with the simulation result shown in Fig. 2, indicating that $E_0$ is asymptotically stable, which agrees with the analytical prediction. Next, choose $\alpha_{H} < \alpha = 0.4 \times 10^{-3} < \alpha_{H}$, with the
Fig. 2. Simulated time history for system (1) when \( \alpha = 0.15 \times 10^{-3} < \alpha^* \), with the initial condition \( A(0) = 17, R_n(0) = R_d(0) = 48000, E(0) = 12700 \), converging to \( E_0 \).

Fig. 3. Simulated time history for system (1) when \( \alpha = 0.4 \times 10^{-3} \), with the initial condition \( A(0) = 17, R_n(0) = R_d(0) = 48000, E(0) = 12700 \), converging to \( E_1 \).
simulation result depicted in Fig. 3, showing that $E_1$ is asymptotically stable, which again agrees with the analytical prediction. For $\alpha > \alpha_H$, we select two values of $\mu = 0.3 \times 10^{-11}$ and $\mu = 0.1 \times 10^{-10}$, both of which are near the Hopf bifurcation point, implying two perfect Hopf bifurcations. In order to compare the simulation results with the analytical predictions for the two Hopf bifurcations, we use the sliding and parameter transformation (23), then apply the normal form (27), the limit cycle solutions (29) and (30), and the output (32) from executing the Maple program [Yu, 1998] to obtain the following analytical approximations:

For $\mu = 0.3 \times 10^{-11}$,

$$A(t) = 11.44368258 + 0.46972 \times 10^{-11} \cos(0.70065t) + 0.51885 \times 10^{-12} \sin(0.70065t)$$

$$- 0.83499 \times 10^{-13} \cos(0.23355t) + 0.15584 \times 10^{-9} \sin(0.23355t)$$

$$- 0.46083 \times 10^{-7} \cos(0.46710t) - 0.84711 \times 10^{-7} \sin(0.46710t),$$

$$R_n(t) = 4854.885664 + 0.16404 \times 10^{-8} \cos(0.70065t) + 0.12499 \times 10^{-7} \sin(0.70065t)$$

$$- 5.7426 \cos(0.23355t) + 0.34563 \times 10^{-8} \sin(0.23355t)$$

$$+ 0.18692 \times 10^{-6} \cos(0.46710t) - 0.18823 \times 10^{-3} \sin(0.46710t),$$

$$R_D(t) = 4854.885664 - 0.31754 \times 10^{-8} \cos(0.70065t) + 0.13747 \times 10^{-9} \sin(0.70065t)$$

$$- 2.4296 \cos(0.23355t) - 2.8372 \sin(0.23355t)$$

$$+ 0.96927 \times 10^{-6} \cos(0.46710t) + 0.38148 \times 10^{-4} \sin(0.46710t),$$

$$E(t) = 12002.43192 + 0.52959 \times 10^{-8} \cos(0.70065t) + 0.58498 \times 10^{-9} \sin(0.70065t)$$

$$- 0.94041 \cos(0.23355t) + 1.7570 \sin(0.23355t)$$

$$- 0.51957 \times 10^{-4} \cos(0.46710t) - 0.95508 \times 10^{-4} \sin(0.46710t).$$

For $\mu = 0.1 \times 10^{-10}$,

$$A(t) = 11.44368267 + 0.28584 \times 10^{-10} \cos(0.70065t) + 0.31574 \times 10^{-11} \sin(0.70065t)$$

$$- 0.15228 \times 10^{-2} \cos(0.23355t) + 0.28452 \times 10^{-2} \sin(0.23355t)$$

$$- 0.15361 \times 10^{-6} \cos(0.46710t) - 0.28237 \times 10^{-6} \sin(0.46710t),$$

$$R_n(t) = 4854.88610 + 0.99821 \times 10^{-8} \cos(0.70065t) + 0.76060 \times 10^{-7} \sin(0.70065t)$$

$$- 10.484 \cos(0.23355t) + 0.21032 \times 10^{-7} \sin(0.23355t)$$

$$+ 0.62007 \times 10^{-6} \cos(0.46710t) - 0.62742 \times 10^{-6} \sin(0.46710t),$$

$$R_D(t) = 4854.88610 - 0.19324 \times 10^{-7} \cos(0.70065t) + 0.83652 \times 10^{-8} \sin(0.70065t)$$

$$- 4.4358 \cos(0.23355t) - 5.1798 \sin(0.23355t)$$

$$+ 0.32309 \times 10^{-3} \cos(0.46710t) + 0.12716 \times 10^{-3} \sin(0.46710t),$$

$$E(t) = 12002.43196 + 0.32227 \times 10^{-7} \cos(0.70065t) + 0.35598 \times 10^{-8} \sin(0.70065t)$$

$$- 1.7169 \cos(0.23355t) + 3.2078 \sin(0.23355t)$$

$$- 0.17319 \times 10^{-3} \cos(0.46710t) - 0.31836 \times 10^{-3} \sin(0.46710t).$$
Fig. 4. Comparison between the simulated time history and analytical approximations for system (1), the red solid line denoting the simulation results, while the black dash–dot line indicating the analytical predictions. The bifurcation parameter values of $\mu$ are taken for two cases: (a) $\mu = 0.3 \times 10^{-11}$ and (b) $\mu = 0.1 \times 10^{-10}$, both converging to stable limit cycles.
The two sets of simulation results compared with the above two sets of analytical solutions are shown in Fig. 4. It clearly shows a very good agreement between the simulation results and the analytical predictions, particularly for the smaller value of $\mu$, as expected. The comparison result for $\mu = 0.3 \times 10^{-11}$ has been given in [Zhang et al., 2014], but the detailed analytical formulas are not given there. To demonstrate the blips phenomenon, we choose a value of $\alpha = 0.3 \times 10^{-2} > \alpha_H$, which is not close to $\alpha_H$, and so the normal form theory is not applicable for this value. The simulation result for this case is given in Fig. 5, indeed showing the blips phenomenon. Since the solutions of the system are positive and bounded, and the Hopf bifurcation induces oscillations, we expect that the system can have large-amplitude oscillating solutions (a persistent motion), and choosing appropriate parameter values can tune the frequency of the motion to become blips. The biological reason for the model to exhibit blips is as follows (see Fig. 5): the variable $E$ grows very quickly in the absence of the variables $R_n$ and $R_d$, and then $R_n$ responds very quickly (due to the $EA$ term) and suppresses the $E$, but the $R_n$ does not last long. This explains how the adaptive and innate immune responses work too, against pathogens. But why is the $E$ not eliminated like a pathogen would be? Maybe because the system is now “torn between two equilibria”.

Finally, we present simulations for the bifurcation of two limit cycles obtained in the previous section. We consider the case with $c_2 > 0$, for which the parameter values are given by

\begin{align}
m_2 &= 2.25, \quad m_3 = 0.035, \\
m_1 &= 3.52890612, \quad D = 0.74781360.
\end{align}

(48)

We use the normalized system (35) to perform the simulation. The simulations are shown in Fig. 6, with the equilibrium $E_1$ given at $(X,Y,Z) = (0.1600, 0.7317, 0.7317)$. Figures 6(a)–6(d) show the convergence to the small limit cycle from different initial points, and in particular, a different scale is used in Fig. 6(a) to show a zoomed region where a trajectory (with dots plotting) starting from an initial point close to the equilibrium $E_1$ converges to the limit cycle. Note that at the equilibrium point $E_1$, the eigenvalues have a negative eigenvalue and a pair of complex conjugate with very small positive real part. Thus $E_1$ becomes a focus-saddle. Because

![Fig. 5. Simulated time history for system (1) when $\alpha = -0.3 \times 10^{-2}$, showing blips.](image_url)
Eq\n is a saddle, there must exist a separatrix connecting Eq and Eq, and the trajectory starting from Eq on the unstable part converges to Eq as \( t \to +\infty \).

The two limit cycles are located on a center manifold which passes through the equilibrium Eq. In order to show the unstable limit cycle, we restrict the system to the center manifold, which is obtained by assuming the center manifold expanded in the form of \( x_3 = x_3(x_1, x_2) = a_0 x_1^2 + a_1 x_1 x_2 + a_0 x_2^2 + \cdots \) (up to fifth-order) and then using system (35) to determine the undetermined coefficients \( a_i \). Then, transferring the form back to the original variables \( X, Y, Z \) we obtain the following equation:

\[
CM = -0.0683915894 + 0.2016906273X - 0.8793688885Y + 0.9470797978Z + 0.062322204X^2
- 0.0642728863Y^2 + 0.0004776377Z^2 + 0.0497178205XY - 0.0119241010XZ
- 0.0101081034YZ + 0.0733485001X^3 + 0.0425268638Y^3 - 0.0001740782Z^3
- 0.1622094496X^4Y - 0.0298348629X^2Z + 0.0775152987XY^2 - 0.004044575Y^2Z
+ 0.00309955873X^2Z - 0.00239424031YZ^2 + 0.0410418940XZX + \cdots
= 0.
\]

The graph of the center manifold is depicted in Fig. 7(a), which seems very close to a plane near the equilibrium Eq. For the given parameter values in (48), we obtain the following differential equations up to fifth-order, describing the dynamics on the center manifold:

\[
\frac{dx_1}{dt} = 0.000036x_1 + 0.292950x_2 - 0.054038x_1^2 + 0.173926x_1 x_2 + 0.054038x_2^2 - 0.000034x_1^3
+ 0.003022x_1^2 x_2 - 0.065757x_1 x_2^2 - 0.001346x_2^3 + 0.000116x_1^4 - 0.002335x_1^2 x_2^2 - 0.078314x_1^3 x_2
\]
Fig. 7. (a) Center manifold (49), (b) simulated small limit cycle restricted to the center manifold based on the reduced system (50), (c) simulated large and small limit cycles near the manifold based on the reduced system (50) and (d) the simulation given in (c) transformed back to the original coordinate system.

The dynamics, in particular, the two limit cycles of the above reduced system are shown in Figs. 7(b) and 7(c). Note that now the origin of the reduced system is an unstable focus, corresponding to the original equilibrium $E_0$. The small stable limit cycle shown in Fig. 7(b) is obtained by using the initial condition $(x_1, x_2) = (0.0001, -0.0001)$, converging to the limit cycle very slowly. Figure 7(c) shows both large and small limit cycles, and the outer unstable limit cycle is obtained by using the so-called “reversing time” simulation, that is,
simply take negative time step in a regular numerical integration scheme. Thus, trajectories diverging from the unstable limit cycles become converging to the limit cycle. But this approach is not applicable for dynamical systems which have dimension higher than two. The simulation given in Fig. 7(c) can be transformed back to the original coordinates (X, Y, Z) by using the center manifold transformation \( x_3 = x_3(x_1, x_2) \) as well as (47), as shown in Fig. 7(d).

The advantage of using the two-dimensional reduced dynamical system on the center manifold allows us to simulate the unstable limit cycle, which is difficult to do using the original three-dimensional system. A small drawback of this approach is that the center manifold (49) is not an exact or global expression, but an approximation. Hence, the trajectories not near the equilibrium \( E_0 \) may have deviation from real solutions, and the deviation becomes large for the trajectories being far from the equilibrium. It can be seen from Fig. 7(b) that the small limit cycle has a very good approximation, compared with the analytical prediction \( r_1 \approx 0.04 \). However, it can be observed from Fig. 7(d) that the large limit cycle slightly reaches negative values, which are not allowed since the solutions of the original system (35) are positive provided the initial values, which are not allowed since the solutions of the original system (35) are positive. But it is still good enough to confirm the analytic prediction, in particular for the unstable limit cycle, at least qualitatively.

6. Conclusion
In this paper, we have given a detailed study on an autoimmune model, particularly for bifurcation and stability properties. The main attention is focused on the dynamical oscillating behavior of the model, which may lead to the interesting and important phenomenon — blips. After finding two equilibrium solutions and their stability conditions, we have paid particular attention to Hopf bifurcation which may occur from the disease equilibrium, since Hopf bifurcation is a necessary condition to generate blips. We have applied center manifold theory and the method of normal forms to give a detailed analysis on the Hopf bifurcation. We have obtained the exact analytical formulas for the approximate solutions of limit cycles, which are compared with numerical simulations to show a very good agreement between the simulations and the analytical predictions.

Moreover, we have also investigated the bifurcation of multiple limit cycles, which can cause complex dynamics in biological systems such as bistable phenomenon which may involve stable equilibria and stable oscillating motions. We have particularly shown that the autoimmune model considered in this paper can indeed exhibit at least two limit cycles due to Hopf bifurcation. The results show that it is possible to have bistable phenomenon consisting of a stable equilibrium and an (outer) stable limit cycle, and the unstable small limit cycle; restricted to the center manifold, separates the attracting regions between the stable equilibrium and the stable limit cycle. Also, it is possible to have an (outer) unstable limit cycle and an inner stable limit cycle, both of them enclose an unstable limit cycle. In this case, there does not exist bistable phenomenon and all trajectories converge to the stable limit cycle.

The bifurcation of multiple cycles studied in this paper for an autoimmune model reveals that multiple limit cycle bifurcation may be one of the sources to yield complex dynamics in biological systems and can be used to realistically explain complex dynamics in real physical systems. The method developed in this paper can be easily extended to study other nonlinear dynamical systems. It is anticipated that this study may promote further researches in this field.
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