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Abstract. We develop the theory of Yoneda Ext groups [Yon54] over a ring in homotopy type theory (HoTT)
and describe their interpretation into an ∞-topos. This is an abstract approach to Ext groups which does not
require projective or injective resolutions. While it produces group objects that are a priori large, we show that
the Ext1 groups are equivalent to small groups, leaving open the question of whether the higher Ext groups are
essentially small as well. We also show that the Ext1 groups take on the usual form as a product of cyclic groups
whenever the input modules are finitely presented and the ring is a PID (in the constructive sense).

When interpreted into an ∞-topos of sheaves on a 1-category, our Ext groups recover (and give a resolution-
free approach to) sheaf Ext groups, which arise in algebraic geometry [Gro57]. (These are also called “local” Ext
groups.) We may therefore interpret results about Ext from HoTT and apply them to sheaf Ext. To show this,
we prove that injectivity of modules in HoTT interprets to internal injectivity in these models. It follows, for
example, that sheaf Ext can be computed using resolutions which are projective or injective in the sense of HoTT,
when they exist, and we give an example of this in the projective case. We also discuss the relation between
internal ZG-modules (for a 0-truncated group object G) and abelian groups in the slice over BG, and study the
interpretation of our Ext groups in both settings.
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1. Introduction

We begin the study of homological algebra in homotopy type theory (HoTT) by developing the theory
of Ext groups of modules over a ring R. Ext groups are important algebraic invariants, and also have
many applications in homotopy theory. Classically, Ext groups are ingredients in the universal coefficient
theorem for cohomology, and we hope to use the results here to obtain a universal coefficient spectral
sequence in homotopy type theory. In addition, the results discussed here were used in [BCFR23] to show
that certain types must be products of Eilenberg–Mac Lane spaces.

One cannot assume that there are enough injective or projective modules in HoTT, so we define
our Ext groups to be Yoneda Ext groups. These were first defined in [Yon54, Yon60], and are also
described in [Mac63]. In this approach, given modules A and B over a ring R, the n-th Ext group
ExtnR(B,A) is defined as the set of path components of the space (or groupoid) of length-n exact sequences
A → E1 → E2 → · · ·En → B of R-modules. For n = 1, this definition can be elegantly carried
out in HoTT, by virtue of univalence. Specifically, we define SESR(B,A) to be the type of short exact
sequences from A to B (Definition 2.1.2). Using univalence, we see that paths in SESR(B,A) correspond
to isomorphisms between short exact sequences, so our type is capturing the correct notion. We define
(Definition 2.1.5)

Ext1
R(B,A) := ‖SESR(B,A)‖0.
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The definition of ExtnR for n > 1 is more difficult in HoTT, because we do not know how to correctly
represent the type of length-n exact sequences. Instead we define ExtnR(B,A) to be the set-quotient of
a certain type ESnR equipped with a relation (Definition 2.4.3). This approach is described in [Mac63],
and has been formalized in HoTT in [Fla23]. We show that these types are abelian groups through an
operation known as the Baer sum [Bae34].

One aspect of these resolution-free definitions of Ext groups is that they produce types lying in a larger
universe. We show that for n = 1, our Ext groups are essentially small:

Theorem 2.2.1. Let B and A be abelian groups. We have a natural equivalence

SESZ(B,A) '
(
K(B, 2)→∗ K(A, 3)

)
.

In particular, SESZ(B,A) and Ext1
Z(B,A) are equivalent to small types.

Here →∗ denotes the type of pointed maps. This result easily implies that SESR(B,A) is essentially
small for modules over a general ring R (Corollary 2.2.2). However, we don’t know whether the higher
Ext groups are essentially small in general. From this theorem, we also deduce the usual six-term exact
sequences of Ext groups from a fibre sequence, in the special case R ≡ Z (Propositions 2.3.1 and 2.3.2).

The usual long exact sequences also exist, and the contravariant one has been formalized for Z in [Fla23].
Using these, we show in Proposition 2.5.4 that our Ext groups can be computed using projective (and
injective) resolutions, whenever one is at hand. It follows that our Ext groups yield right-derived functors
of the hom-functor of modules whenever one has enough projectives or injectives. More generally, we
show:

Theorem 2.4.7. The large δ-functor {ExtnR(−, A)}n:N is universal, for any R-module A.

The definition of a universal δ-functor is recalled in Definition 2.4.4.
We stress that the higher Ext groups ExtnZ(B,A) need not vanish for n > 1 in our setting. Indeed,

there are models of HoTT in which these are non-trivial, as we discuss below. Nevertheless, we show that
these Ext groups do vanish whenever R is a (constructive) PID and the module B is finitely presented
(Corollary 2.6.8). Moreover, when A is also finitely presented, then we get the usual description of
Ext1

R(B,A) as a product of cyclic groups (Proposition 2.6.5).
For a (0-truncated) group G, it is well-known that HoTT lets one work G-equivariantly by working in

the context of the classifying type BG. In an ∞-topos this corresponds to working in the slice over the
object BG. We study our constructions from this perspective in Section 2.7, which later lets us work out
concrete examples of the interpretation of our Ext groups in Section 3.4. An abelian group “in the context
of BG” is simply a map BG → Ab. Since the type of modules is 1-truncated, it is equivalent to replace
BG with a pointed, connected type X (and G by π1(X)). To emphasize that our proofs do not require
any truncation assumptions, we choose to work with such an X. We show that the category X → Ab is
equivalent to the category of Zπ1(X)-modules (Proposition 2.7.3), where Zπ1(X) is the usual group ring.
When working in the context of X, we carry out operations pointwise. Thus given B,A : X → Ab, we
form the “ΩX-equivariant” type of short exact sequences x 7→ SESZ(Bx, Ax) : X → U . Of course, we can
also consider the type SESZπ1(X)(B,A) of short exact sequences of Zπ1(X)-modules. These are related:

Theorem 2.7.5. For any B,A : X → Ab, we have an equivalence∏
x:X

SESZ(Bx, Ax) ' SESZπ1(X)(B∗, A∗).

Here B∗ and A∗ are the Zπ1(X)-modules corresponding to the families B and A. We deduce the usual
formula relating Ext1 and cohomology with local coefficients:

Corollary 2.7.6. For any M : X → Ab, we have a group isomorphism

H1(X;M) ' Ext1
Zπ1(X)(Z,M∗),

where the left-hand side is the cohomology of X with local coefficients in M , and Z on the right has trivial
Zπ1(X)-action.

In Section 3, we interpret our main results and constructions from HoTT into an ∞-topos X. Given a
ring R in an ∞-topos, it was shown in [Fla22, Theorem 4.3.4] that the interpretation of the category of
(“small”) R-modules from HoTT yields an internal category in X which represents the presheaf sending
an object X ∈ X to the category of (X×R)-modules in the slice X/X. (Here (X×R) is a ring object in
this slice.) Building on this, in Section 3.1 we show that the object of short exact sequences SESR(B,A)
between two modules A and B in X represents the presheaf

X 7−→ SES(X×R)(X ×B,X ×A) : Xop −→ S,
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where SES(X×R) denotes the (1-truncated) space of short exact sequences between (“small”) (X×R)-
modules. From this description we show how to recover the classical Ext groups in Corollary 3.1.4.

An interesting result is that in certain ∞-toposes, the interpretation of our Ext groups recover sheaf
Ext (Definition 3.3.13), which has been studied in algebraic geometry [Gro57]. The precise theorem is:

Theorem 3.3.14. Suppose sets cover in X. For any X ∈ X, ring R ∈ X/X and R-module B, the functor
ExtnR(B,−) : ModR → AbX/X is naturally isomorphic to the sheaf Ext functor ExtnR(B,−).

The meaning of “sets cover” is that any object admits an effective epimorphism from a 0-truncated
object (Definition 3.3.6). Sets cover in any ∞-topos of ∞-sheaves on a 1-category.

Sheaf Ext is traditionally defined using injective resolutions (which always exist in these models),
however our definition does not rely on the existence of enough injectives. To prove this theorem we show
that injectivity in HoTT interprets to internal injectivity in these ∞-toposes (Corollary 3.3.12), which in
turn follows from showing that internal injectivity is stable by base change in these models. Our proof
of stability uses (and partly generalizes) results of Roswitha Harting [Har83b, Theorem 1.1] (for abelian
groups) and Blechschmidt [Ble18, Proposition 3.7] (for modules) which show that internal injectivity of
modules is stable by base change in any elementary 1-topos. In addition, [Ble18, Theorem 3.8] shows that
(externally) injective modules are always internally injective, which means that our Ext groups can be
computed using the same resolutions used for sheaf Ext.

We also study various notions of projectivity of modules in X, namely the usual (external) projectivity,
internal projectivity, and the notion of projectivity from HoTT. In order to understand the relation
between these notions, we provide examples which demonstrate that neither of external and internal
projectivity imply the other (Examples 3.2.11 and 3.4.8). The example of an internal projective module
that is not externally projective is an adaptation of an argument by Todd Trimble. Moreover, we show
that free modules on internally projective objects satisfy the notion of projectivity of modules from HoTT
(Proposition 3.2.4). Using this fact, we demonstrate that our higher Ext groups need not vanish even over
Z by computing a nontrivial Ext2

Z. There are also known computations of sheaf Ext which demonstrate
this.

Finally, in Section 3.4 we study the theory developed throughout Section 3 in some concrete situations.
In particular, we relate our Ext groups of abelian groups in a slice X/BG to Ext groups of abelian groups
in the base X (Proposition 3.4.2), and deduce a vanishing result (Corollary 3.4.4). We also generalize
another result of Harting (Proposition 3.4.5), and discuss the connection between our Ext groups in the
slice S/BG and ordinary Ext groups of ZG-modules (Example 3.4.9).

Formalization. Many of the results from Section 2 have been formalized in HoTT using the Coq-HoTT
library [CH]. More information about the formalization can be found in [Fla23].

Open questions. We list some outstanding questions.

(1) In HoTT, is the abelian group ExtnR(B,A) equivalent to a small type for n ≥ 2? Is it independent
of the universe for n ≥ 2? (The case n = 1 is answered by Theorem 2.2.1.)

(2) In HoTT, are injectivity and projectivity (Definitions 2.5.1 and 2.5.3) independent of the universe?
(3) In an ∞-topos, do HoTT-injectivity and HoTT-projectivity only depend on the 1-topos of 0-

truncated objects? Do they agree with internal injectivity and internal projectivity? These would
follow from proving that internal injectivity and internal projectivity are pullback stable

(4) Does the interpretation of ExtnR(B,A) into an ∞-topos depend only on the 1-topos of 0-truncated
objects? (For ∞-toposes in which sets cover, this is answered by Theorem 3.3.14.)

Notation and conventions. Our setting is Martin-Löf type theory with higher inductive types (HITs)
and a hierarchy of univalent universes, as in the HoTT Book [Uni13], whose notation we generally follow.
All of our groups, rings and modules are assumed to be sets. We write U for a fixed universe, and U∗ for
the universe of pointed types. Section 3 has its own section on notation.

Acknowledgements. We thank Jacob Ender for contributions to the formalization of the Baer sum,
which are described in [Fla23] and have been contributed to [CH]. We thank David Wärn for a question
which led to Section 2.6. We acknowledge the support of the Natural Sciences and Engineering Research
Council of Canada (NSERC), RGPIN-2022-04739.

2. Ext in HoTT

In this section, we develop the theory of Yoneda Ext groups in HoTT. Many of the results we show
have classical analogues, in which case our contribution is the verification that these results hold in our
setting as well. Nevertheless, our proofs and definitions make use of univalence and truncations, and we
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make constructive considerations (particularly in Section 2.6), all of which do not feature in the traditional
theory.

Let R be a ring throughout this entire section.

2.1. The type of short exact sequences. Fix two left R-modules A and B throughout this section.
Below we define the type SESR(B,A) whose elements are short exact sequences

0→ A
i−→ E

p−→ B → 0

in ModR. The type SESR(B,A) is a 1-type, and we define the set Ext1
R(B,A) of extensions to be its

set-truncation. By characterizing paths in SESR(B,A), we will show that an extension is trivial if and
only if it is merely split.

A homomorphism of R-modules is an epimorphism (resp. a monomorphism) if and only if its
underlying function is surjective (resp. an embedding). We write EpiR(E,B) and MonoR(A,E) for the set
of R-module epimorphisms and monomorphisms, respectively.

Definition 2.1.1. Let A
i−→ E

p−→ B be two composable homomorphisms in ModR. Whenever the
composite p ◦ i is trivial, there is a unique induced map i′ : A → ker(p). If i′ is an epimorphism, then i
and p are exact:

IsExact(i, p) :=
∑

h:
∏
a:A p(i(a))=0

IsEpi(i′).

Definition 2.1.2. The type of short exact sequences from A to B is:

SESR(B,A) :=
∑

E:ModR

∑
i:MonoR(A,E)

∑
p:EpiR(E,B)

IsExact(i, p).

Given a short exact sequence E : SESR(B,A) we write iE : A ↪→ E and pE : E � B for the inclusion and

projection maps. The type is pointed by the split short exact sequence A
inA−−→ A⊕B prB−−→ B.

As defined, SESR quantifies over ModR and is therefore a large type. It is moreover a 1-type, since
ModR is and the fibre of the outermost sigma is a set. This mirrors the classical fact that the category
of module extensions of B by A—whose maps are homomorphisms E → E′ making the relevant triangles
commute—is a groupoid. The following proposition strengthens this connection:

Proposition 2.1.3. For any two short exact sequences E and F from A to B, we have

(E =SESR(B,A) F ) '
∑

φ:ModR(E,F )

(φ ◦ i = j) ∧ (p = q ◦ φ).

Proof. It follows from the characterization of paths in Σ-types and transport in function types that

(E =SESR(B,A) F ) '
∑

φ:E∼=F

(φ ◦ i = j) ∧ (p = q ◦ φ),

where E ∼= F denotes R-module isomorphisms. The stated equivalence now follows from the short five
lemma. �

This lets us compute the loop space of SESR(B,A) as in [Ret86].

Corollary 2.1.4. We have a natural isomorphism (̂−) : ΩSESR(B,A) ' ModR(B,A) of groups.

Proof. By the previous proposition, a path A⊕B =SESR A⊕B corresponds to a map φ : A⊕B → A⊕B
which respects inA and prB . Thus we get an R-module homomorphism φ̂ : B → A as the composite

φ̂ : B A⊕B A⊕B A.
inB φ prA

Conversely, for any homomorphism f : B → A, we can define the homomorphism

(a, b) 7→ (a+ f(b), b) : A⊕B → A⊕B
which respects inA and prB . These associations are easily shown to be mutually inverse, yielding a bijection
ΩSESR(B,A) ' ModR(B,A). To see that it’s an isomorphism of groups, consider a composite path φ ·ψ.
The associated R-module homomorphism A⊕B → A⊕B is given by the composite

(a, b) 7−→ (a+ φ̂(b), b) 7−→ (a+ φ̂(b) + ψ̂(b), b).

Hence φ̂ · ψ = φ̂+ ψ̂, as required. �

In [Mac63], Mac Lane produces the set (underlying the abelian group) of extensions by applying π0 to
the groupoid of short exact sequences. We now do the corresponding thing:
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Definition 2.1.5. The set of extensions of B by A is Ext1
R(B,A) := ‖SESR(B,A)‖0.

The following proposition characterizes trivial extensions.

Proposition 2.1.6. Let E be a short exact sequence from A to B. Then E is trivial in Ext1
R(B,A) if and

only if p merely splits, i.e., the following proposition holds:∥∥∥ ∑
s:ModR(B,E)

p ◦ s = idB

∥∥∥.
Proof. First of all, by the characterization of paths in truncations [Uni13, Theorem 7.3.12] we have(

|E|0=Ext1R(B,A) 0
)
' ‖E =SESR(B,A) A⊕B‖.

Forgetting about truncations, the right-hand side holds if and only if p splits, by the usual argument. This
in turn implies the statement on the truncations. �

We conclude this section by showing that Ext1
R defines a bifunctor which lands in abelian groups. This

is also shown in [Fla23, Section 3.2], but we give a different proof.

Definition 2.1.7. Let A→ E → B be a short exact sequence of R-modules.

(i) For f : A → A′, the pushout f∗(E) of E along f is the short exact sequence defined by the
dashed maps below:

A E B .

A′ f∗(E)

f

p

Here the curved arrow is defined to make the triangle commute and to be zero on A′.
(ii) For g : B′ → B, the pullback g∗(E) of E along g is the short exact sequence defined by the

dashed maps below:

g∗(E) B′

A E B .

y
g

Here the curved arrow is defined to make the triangle commute and to be zero into B′.

For any R-module M , these operations define maps

f∗ : SESR(M,A)→ SESR(M,A′) and g∗ : SESR(B,M)→ SESR(B′,M).

The pushout and pullback operations commute, in the sense that f∗g
∗(E) = g∗f∗(E) whenever this

expression makes sense (see [Fla23, Proposition 11]). This means Ext1
R(−,−) is a bifunctor into Set.

Before making this bifunctor land in Ab, we also need to detect pushouts (and pullbacks) of short exact
sequences, in the following sense.

Lemma 2.1.8. Suppose given a diagram

A E B

A′ F B

α β

with short exact rows. If β = idB, then there is a path α∗(E) = F of short exact sequences. �

The dual statement for pullbacks requires the leftmost vertical map to be the identity. For a proof, the
reader may consult [Fla23, Proposition 9] or Lemmas III.1.2 and III.1.4 in [Mac63].

That Ext1
R(B,A) is an abelian group follows from the following proposition.

Proposition 2.1.9. The contravariant functor Ext1
R(−, A) takes arbitrary coproducts to products, and the

covariant functor Ext1
R(B,−) preserves finite products.

Proof. We first show that Ext1
R(−, A) takes arbitrary coproducts to products. To that end, let X be a

set and consider a family B : X → ModR. Theorem 3.3.9 of [Fla22] produces an exact coproduct functor⊕
X : ModXR → ModR. We construct a natural bijection φ : Ext1

R(
⊕

x:X Bx, A) →
∏
x:X Ext1

R(Bx, A) for
any R-module A, as follows. Since we are defining maps between sets, we may pick representatives of
extensions. Given a short exact sequence

A→ E →
⊕
x:X

Bx,
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define Ex to be the result of pulling back E along the natural map Bx →
⊕

X B for x : X. A map in the
inverse direction is given as follows. A family (A→ Fx → Bx)x:X of short exact sequences yields a short
exact sequence ⊕

X

A→
⊕
x:X

Fx →
⊕
x:X

Bx

by exactness of
⊕

X , which by pushing out along ∇ :
⊕

X A→ A yields an element of Ext1
R(
⊕

X B,A).
Starting from a short exact sequence A→ E →

⊕
X B, the following diagram exhibits the bottom row

as the pushout of the top row by Lemma 2.1.8, showing that φ is a section:⊕
X A

⊕
x:X Ex

⊕
x:X Bx

A E
⊕

x:X Bx .

∇

Here the middle vertical arrow is induced from the maps (Ex → E)x:X coming from the definition of Ex
as a pullback.

Similarly, for any family F := (A → Fx → Bx)x:X , the following diagram exhibits the top row as the
pullback of the bottom row along By →

⊕
X B, for any y : X, since the composite of the left vertical

maps is the identity on A:

A Fy By

⊕
X A

⊕
x:X Fx

⊕
x:X Bx

A ∇∗
⊕

x:X Fx
⊕

x:X Bx .

∇

Here the maps from the top row to the middle row are given by the inclusion of the y-summand. This
shows that φ is a retraction, hence a bijection.

To show that Ext1
R(B,−) preserves finite products, it suffices to check that it preserves the empty

product and binary products. The former is clear, so we proceed to handle binary products. Pushing out
along the two projections of A0 ⊕ A1 yields a map Ext1

R(B,A0 ⊕ A1) → Ext1
R(B,A0) × Ext1

R(B,A1). To
get a map in the opposite direction, we take the biproduct of the given extensions (using that biproducts
are exact) and then pull back along ∆ : B → B ⊕ B. Showing that these two maps are inverses is
straightforward. �

Corollary 2.1.10. Let A and B be R-modules. The set Ext1
R(B,A) is naturally an abelian group.

Proof. We have just shown that the functor Ext1
R(B,−) : ModR → Set preserves finite products. It follows

that it preserves group objects. But any R-module is itself an abelian group object in ModR (in a unique
way), so we are done. �

The binary operation on Ext1
R(B,A) is called the Baer sum. A concrete description of this operation,

which has been formalized in joint work with Jacob Ender, is discussed in [Fla23, Section 3.3]. We also
mention that if the ring R is commutative, then Ext1

R(B,A) is naturally an R-module.
We also record the following lemma for later use.

Lemma 2.1.11. Let f : A → A′ and g : B′ → B be isomorphisms of R-modules. For any short exact

sequence A
i−→ E

p−→ B, we have g∗f∗(E) = (A′
i◦f−1

−−−−→ E
g−1◦p−−−−→ B′). �

2.2. Classifying extensions and smallness of Ext1. We remarked after Definition 2.1.2 that SESR is
a large type, and consequently Ext1

R is a large abelian group. This is not surprising, since our definition
mirrors that of the external Yoneda Ext groups in an abelian category, and examples of abelian categories
are known where these are proper classes. However, our Ext1

R groups turn out to be equivalent to small
types.

Recall that [BvDR18, Theorem 5.1] produces the following equivalence of categories for n ≥ 2:

K(−, n) : Ab ' { pointed, (n−1)-connected n-types } : Ωn,

under which short exact sequences and fibre sequences correspond.
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Theorem 2.2.1. Let B and A be abelian groups. We have a natural equivalence

SESZ(B,A) '
(
K(B, 2)→∗ K(A, 3)

)
.

In particular, SESZ(B,A) and Ext1
Z(B,A) are equivalent to small types.

The right-hand side of the equivalence above is moreover equivalent to
(
K(B,n) →∗ K(A,n + 1)

)
for

n ≥ 2, since Ω is an equivalence in this range. (See [BvDR18, Theorem 6.7], with their n = 0 and their k
equal to our n. Their F is our Ω.) The right-hand side is also equivalent to

(
K(B,n)→∗ BAut(K(A,n))

)
,

since K(A,n+ 1) is the 1-connected cover of BAut(K(A,n)) ([Shu14] and [BCFR23, Proposition 5.9]).

Proof. We define maps in both directions and show that they are mutual inverses. To go from left to
right, we apply K(−, 3) to a short exact sequence A→ E → B to get a fibre sequence, then we negate the
maps and take the fibre:

K(B, 2) K(A, 3) K(E, 3) K(B, 3) .
−K(i,3) −K(p,3)

The fibre is naturally equivalent to K(B, 2), as displayed, since the three rightmost terms form a fibre
sequence. This process yields a map from left to right.

Conversely, given a map f : K(B, 2)→∗ K(A, 3), we get a fibre sequence

K(A, 2) −→ F −→ K(B, 2)
f−−→ K(A, 3),

where F is a pointed, 1-connected 2-type. Taking loop spaces twice yields a short exact sequence A →
Ω2F → B of abelian groups.

We first consider the composite starting and ending at SESZ(B,A). Starting with a short exact sequence
A→ E → B, we apply K(−, 3), negate the maps and take three fibres, producing the sequence

K(A, 2) K(E, 2) K(B, 2) .
K(i,2) K(p,2)

Here we have used that taking three fibres negates maps, by [Uni13, Lemma 8.4.4]. We then apply Ω2,
which yields the original short exact sequence, since Ω2 ◦ K(−, 2) is the identity.

For the composite starting and ending at
(
K(B, 2)→∗ K(A, 3)

)
, we will use that the map

Ω :
(
K(B, 3)→∗ K(A, 4)

)
−→

(
K(B, 2)→∗ K(A, 3)

)
is an equivalence. Write B for the inverse. This equivalence implies that any map φ : K(B, 2)→∗ K(A, 3)
fits into the following fibre sequence:

K(B, 2) K(A, 3) fib−Bφ K(B, 3) K(A, 4) .
φ −Bφ

Applying Ω3 to the middle three terms produces the short exact sequence associated to φ, but with the
maps negated. Since Ω3 is an equivalence and commutes with negation of maps, this means that the
middle three terms are equal to K(−, 3) applied to the short exact sequence associated to φ with the maps
negated. It immediately follows that the composite starting and ending at

(
K(B, 2)→∗ K(A, 3)

)
is equal

to the identity as well, so the maps we defined are mutual inverses.
It is straightforward to check that the map from right to left is natural in both B and A. �

Theorem 2.2.1 is about abelian extensions of abelian groups. Results similar to Theorem 2.2.1, but for
central extensions, appear in [BvDR18, Mye20, NSS14, Sco20], where one takes n = 1.

Corollary 2.2.2. Let B and A be R-modules. Then both SESR(B,A) and Ext1
R(B,A) are equivalent to

small types.

Proof. Let U : ModR → Ab denote the forgetful functor. The fibre fibu(E) of the induced map u :
SESR(B,A) → SESZ(UB,UA) over an extension E (of abelian groups) is small, since it is contained in
the set of R-module structures on E. Thus SESR(B,A) '

∑
E:SESZ(UB,UA) fibu(E), where the latter is

equivalent to a small type. �

Remark 2.2.3. Classically, one argument that the external Ext group Ext1
R(B,A) is small is that the

underlying set of any extension E of A by B is isomorphic to the product set A × B. However, this can
fail in models of HoTT, such as in the Sierpiński ∞-topos, as we show in Remark 3.2.10. If we allow
more general situations, smallness of external Ext can also fail. For example, [Wof16] describes a locally
small abelian category in which the external Yoneda Ext group Ext1

Z(Z,Z) can be a proper class for a
certain object Z. We believe that this category can arise as the category of abelian group objects in an
elementary∞-topos of G-spaces, where G is the free abelian group on a proper class of generators, and for
each object, all but a set of generators are required to act trivially. In this setting, Z is the interpretation
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of the integers, and so the interpretation of our Ext1
Z(Z,Z) is zero, since the integers are projective in the

sense of HoTT (see Definition 2.5.1 and Proposition 2.5.2). This illustrates that it is somewhat surprising
that the interpretation of Ext1

R(B,A) is small in every model of HoTT.

Remark 2.2.4. It follows from the equivalence SESZ(B,A) ' (K(B, 2)→∗ K(A, 3)) in Theorem 2.2.1 that
SESZ(B,A) is independent of the choice of universe containing A and B. Therefore, the same holds for
Ext1

Z(B,A). The argument in the proof of Corollary 2.2.2 shows that these statements are also true when Z
is replaced by a general ring R, since the set of R-module structures on an abelian group E is independent
of the choice of universe.

2.3. The six-term exact sequences. For A → E → B a short exact sequence of R-module and M
another R-module, there are covariant and contravariant six-term exact sequences of abelian groups

0→ ModR(M,A)
i∗−→ ModR(M,E)

p∗−→ ModR(M,B)→ Ext1
R(M,A)

i∗−→ Ext1
R(M,E)

p∗−→ Ext1
R(M,B)

and

Ext1
R(A,M)

i∗←− Ext1
R(E,M)

p∗←− Ext1
R(B,M)← ModR(A,M)

i∗←− ModR(E,M)
p∗←− ModR(M,B)← 0.

These can be proved following Theorem 3.2 of [Mac63], and the contravariant version has been formalized
in [Fla23]. Here we find it interesting to give different arguments in the special case where R ≡ Z.

Proposition 2.3.1. Let A
i−→ E

p−→ B : Ab be a short exact sequence, and M : Ab. Then

SESZ(M,A)
i∗−→ SESZ(M,E)

p∗−→ SESZ(M,B)

is a fibre sequence, where the maps are given by pushing out.

Proof. Applying K(−, 3) to the given short exact sequence produces a fibre sequence

K(A, 3)→ K(E, 3)→ K(B, 3).

Since (Z →∗ −) preserves fibre sequences for any pointed type Z, we can apply (K(M, 2)→∗ −) to obtain
a fibre sequence(

K(M, 2)→∗ K(A, 3)
)
→
(
K(M, 2)→∗ K(E, 3)

)
→
(
K(M, 2)→∗ K(B, 3)

)
,

where the maps are given by post-composition. Theorem 2.2.1 then gives the desired fibre sequence, since
naturality means that post-composition corresponds to pushout of short exact sequences. �

Using Corollary 2.1.4, one can show that the long exact sequence of homotopy groups associated to the
fibre sequence above recovers the usual covariant six-term exact sequence of Ext groups mentioned at the
beginning of this section.

We now give the dual result, which can similarly be shown to produce the contravariant six-term exact
sequence of Ext groups. The construction of the following fibre sequence is more difficult, because we
need to map out of a fibre sequence (not into, as in the previous proposition).

Proposition 2.3.2. Let A
i−→ E

p−→ B : Ab be a short exact sequence, and M : Ab. Then

SESZ(A,M)
i∗←− SESZ(E,M)

p∗←− SESZ(B,M)

is a fibre sequence, where the maps are given by pulling back.

Proof. Applying K(−, 2) to the given short exact sequence produces a fibre sequence

K(A, 2)→ K(E, 2)→ K(B, 2).

Let C be the cofibre of the map K(A, 2)→ K(E, 2), which comes with a natural map C → K(B, 2). Since
(− →∗ Z) sends cofibre sequences to fibre sequences for any Z, we can apply (− →∗ K(M, 3)) to obtain a
fibre sequence (

K(A, 2)→∗ K(M, 3)
)
←
(
K(E, 2)→∗ K(M, 3)

)
←
(
C →∗ K(M, 3)

)
.

We claim that
(
C →∗ K(M, 3)

)
'
(
K(B, 2) →∗ K(M, 3)

)
, from which the statement follows, as in the

proof of the previous result. Since K(M, 3) is a 3-type, it suffices to prove that ‖C‖3 ' ‖K(B, 2)‖3, and
for this it suffices to show that the map C → K(B, 2) is 3-connected, using [Uni13, Lemma 7.5.14]. The
map C → K(B, 2) is the cogap map associated to the map K(E, 2)→ K(B, 2) and the base point inclusion
1→ K(B, 2). Since K(B, 2) is connected, it suffices to check the connectivity of the fibre of this map over
the base point. By [Rij17, Theorem 2.2], this fibre is the join K(A, 2) ∗ ΩK(B, 2) of the fibres, which is
(1+0+2)-connected, as required. (This fact about connectivities of joins is proved in [CH, Join.v]. It
also follows from [CS20, Corollary 2.32], since the join is the suspension of the smash product.) �
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2.4. Higher Ext groups. The definition of higher Ext groups from [Mac63, Chapter XII] or [Yon54,
pp. 216] can be translated to HoTT and has already been formalized (for R ≡ Z, but the arguments work
for a general ring) in [Fla23] along with the contravariant long exact sequence. An account of the covariant
long exact sequence that can be carried out in our setting may be found in [Mit65, Chapter VII.5]. We first
discuss the definition of ExtnR, referring the reader to [Fla23] for further details. The long exact sequence
of Ext groups [Fla23, Theorem 28] makes the collection

{
ExtnR(−, A)

}
n:N into a (large) δ-functor, for any

A. In Theorem 2.4.7, we show that this δ-functor is universal, as expected.

Definition 2.4.1. Let B and A be R-modules. The type ESnR(B,A) is inductively defined to be

ESnR(B,A) :=


ModR(B,A) if n ≡ 0,

SESR(B,A) if n ≡ 1,∑
C:ModR

ESmR (C,A)× SESR(B,C) if n ≡ m+ 1,m > 0.

There is an evident splicing operation } : ESmR (C,A) × SESR(B,C) → ESm+1
R (B,A) for any C : ModR,

which is given by pushing out along a map when m ≡ 0. For m ≥ 1, we use } as a type constructor.

Our splicing operation is written in diagrammatic order, as in [Mac63]. An element of ESnR consists
of n short exact sequences which can be spliced in succession from left to right. It is straightforward to
define a more general splicing operation where the right factor can have arbitrary length.

Definition 2.4.2. Let n : N. For E,F : ESnR(B,A) define a relation inductively by

E F :=


E = F if n ≡ 0, 1∑

β:ModR(C,C′)

(E0 β∗(F0))× (β∗(E1) = F1) if n > 1, E ≡ (C,E0, E1) and F ≡ (C ′, F0, F1).

We now define higher Ext groups as the set-quotient of ESnR by this relation.

Definition 2.4.3. Let B and A be R-modules. For n : N, define the set of length-n extensions of B
by A to be

ExtnR(B,A) :=


ModR(B,A) if n ≡ 0,

Ext1
R(B,A) if n ≡ 1,

‖ESnR(B,A)/ ‖0 if n > 1.

The splicing operation respects the relation  and thus passes to the quotient ExtnR. The same is true
for pushouts and pullbacks of length-n exact sequences, which makes ExtnR into a profunctor. We define
a Baer sum on Extn+2

R (B,A) by E + F := ∇(E ⊕ F )∆, and this makes Extn+2
R into an abelian group, for

all n : N. Our next goal is to show that the collection
{

ExtnR(−, A)
}
n:N is a (large) universal δ-functor for

any A.

Definition 2.4.4. A δ-functor structure on a collection of additive functors {Tn : Modop
R → Ab}n:N

associates to any short exact sequence A → E → B of R-modules a connecting homomorphism
δnE : Tn(A)→ Tn+1(B) for each n : N, such that:

(i) The following long complex is exact:

0→ T 0(B)→ T 0(E)→ T 0(A)
δ0E−−→ T 1(B)→ · · · → Tn(E)→ Tn(A)

δnE−−→ Tn+1(B)→ · · · .
(ii) For any morphism of short exact sequences as on the left below, the square on the right commutes

for every n : N:

A E B Tn(A′) Tn+1(B′)

A′ F B′ Tn(A) Tn+1(B) .

α β Tnα

δnF

Tn+1
β

δnE

A δ-functor1 is such a collection equipped with a δ-functor structure. Replacing Ab above with the
category Ab′ of large abelian groups2, we obtain the notion of a large δ-functor.

1More precisely, this is the notion of a contravariant, cohomological δ-functor [Wei94, Chapter 2.1].
2For A,B : Ab′, we still write Ab(A,B) for the large abelian group of group homomorphisms.
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If T and S are (large) δ-functors, then a morphism f : T → S of δ-functors consists of a collection of
natural transformations {fn : Tn ⇒ Sn}n:N which respect the connecting maps. The (large) δ-functor T
is universal if the restriction map (T → S)→ (T 0 ⇒ S0) is a bijection, for any (large) δ-functor S.

The splicing operation −}E defines connecting maps for the family {ExtnR(−, A)}n:N of contravariant
functors, and the long exact sequence from [Fla23, Theorem 28] shows that the first axiom holds. It is
straightforward to verify the second axiom. Thus we have a large δ-functor structure on {ExtnR(−, A)}n:N.
Below, we show that it is universal. This fact is implicit in Yoneda’s approach to satellites in [Yon60,
Chapter 4], though he does not give an explicit proof of universality. (Satellite is another word for (large)
universal δ-functor.) However, [Buc60] constructs satellites which can be shown to be isomorphic to
Yoneda’s definition, and Buchsbaum does prove that his construction produces a universal δ-functor (see
his Proposition 4.3).

Proposition 2.4.5. Let T be a large δ-functor and let A and B be R-modules. For each n : N, there is a
homomorphism of abelian groups dn : ExtnR(B,A)→ Ab

(
T 0(A), Tn(B)

)
which is natural in A and B.

Proof. We proceed by induction on n. Since T 0 is an additive contravariant functor, it gives a homomor-
phism

φ 7−→ T 0
φ : ModR(B,A) −→ Ab

(
T 0(A), T 0(B)

)
which is natural in A and B. We can therefore define d0(φ) := T 0

φ .

For n ≡ 1, consider the map E 7→ δ0
E : SESR(B,A)→ Ab

(
T 0(A), T 1(B)

)
. Since the codomain is a set,

we get our map d1 out of the set-truncation Ext1
R(B,A). We check that d1 is natural in A; naturality in B

is similar. Let f : A→ A′ be a homomorphism. Our goal is to show that the square on the left commutes:

Ext1
R(B,A) Ab

(
T 0(A), T 1(B)

)
T 0(A′) T 1(B)

Ext1
R(B,A′) Ab

(
T 0(A′), T 1(B)

)
T 0(A) T 1(B) .

f∗

d1

(T 0
f )∗ T 0

f

δ1f∗E

d1 δ1E

Since naturality is a proposition, we may pick an actual short exact sequence A → E → B in the top
left corner. The question then is whether the equation d1(f∗(E)) = d1(E) ◦ T 0

f holds. But this equation

underlies the commuting square above on the right, which comes from part (ii) of the δ-functor structure
of T applied to the natural morphism E → f∗E of short exact sequences.

Now let n ≥ 1 and assume that we have the natural homomorphism dn. We proceed to construct dn+1.
First we define a map d′n+1 : ESn+1

R (B,A)→ Ab
(
T 0(A), Tn(B)

)
by

d′n+1(F }E) := δnE ◦ dn([F ]) : T 0(A) −→ Tn+1(B),

where [F ] : ExtnR(C,A) is the equivalence class of F : ESnR(C,A). To descend d′n+1 to a map dn+1 on the

quotient Extn+1
R , we need to show that it respects the relation on ESn+1

R .

Suppose we have a relation E F in ESn+1
R (B,A). Writing E ≡ (C,E0, E1) and F ≡ (C ′, F0, F1),

the relation gives a map β : C → C ′, a relation E0 β∗(F0) in ESnR(C,A), and a path β∗(E1) = F1 in
SESR(B′, C). We need to argue that the outer square below commutes:

T 0(A) Tn(C ′)

Tn(C) Tn+1(B) .

dn([F0])

dn([E0])
Tnβ

δnF1

δnE1

The lower-right triangle commutes by condition (ii) of the δ-structure of T , using the map of short exact
sequences E1 → F1 associated to the equality β∗(E1) = F1. For the upper-left triangle, first note that
we have dn([E0]) = dn([β∗(F0)]) since dn respects  by induction. Naturality of dn gives us further that
dn(β∗[F0]) = Tnβ ◦ dn([F0]), from which we conclude that the upper-left triangle commutes. Thus we get
the desired map dn+1 by passing to the quotient.

It remains to show that dn+1 is natural and a homomorphism. By Lemma 2.4.6 below, the latter follows
from the former, so we only check naturality. First we check it in the first variable, so let f : A → A′

be a homomorphism. Since we need to show a proposition, we may consider an actual element F }E :
ESn+1

R (B,A). Then, since pushouts of longer exact sequences are defined recursively on the left factor, we
have

dn+1(f∗(F }E)) ≡ dn+1(f∗(F )}E) ≡ δn+1
E ◦ dn(f∗F ) = δn+1

E ◦ dn(F ) ◦ T 0
f ≡ dn+1(F }E) ◦ T 0

f ,
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where the only non-definitional equality uses naturality of dn.
For naturality of dn+1 in the second variable, let g : B′ → B be a homomorphism. Again, we consider

a general element F }E as above. Since pullback of longer exact sequences are defined directly on the
last splice factor, we have

dn+1(g∗(F }E)) ≡ dn+1(F } g∗E) ≡ δn+1
g∗E ◦ dn(F ) = Tn+1

g ◦ δn+1
E ◦ dn(F ) ≡ Tn+1

g ◦ dn+1(E}F ),

where the only non-definitional equality comes from part (ii) of the δ-functor structure of T applied to
the natural morphism g∗E → E of short exact sequences. �

The following is Proposition 4.1 in [Yon60], whose proof is easy to translate to our setting. Abelian
categories are defined as usual.

Lemma 2.4.6. Let A be an abelian category, and consider two additive functors S, T : A→ Ab. Suppose
ηA : S(A)→ T (A) is a collection of set-maps, natural in A ∈ A. Then each ηA is a homomorphism. �

We come to the main result of this section.

Theorem 2.4.7. The large δ-functor {ExtnR(−, A)}n:N is universal, for any R-module A.

Proof. Let {Tn : Modop
R → Ab′}n:N be a large δ-functor. First note that

(
Ext0

R(−, A) ⇒ T 0
)
' T 0(A),

by the Yoneda lemma. (To be precise, we view ModR as an Ab′-enriched category, and use the Yoneda
lemma.) We will construct a morphism of (large) δ-functors ExtnR(−, A) → T for any element η : T 0(A),
and show that such morphisms are uniquely determined by their restriction to the zeroth level.

Let n : N, let η : T 0(A), and let B be an R-module. Using dn from the previous proposition, define

un(−) ≡ dn(−, η) : ExtnR(B,A) −→ Tn(B).

Clearly un is a group homomorphism. Also, since u0(idA) = TidA(η) = η, u0 corresponds to η under the
Yoneda lemma.

To see that {un}n:N is a morphism of δ-functors, we need to show that it respects the connecting maps.
To that end, let B → E → B′ be a short exact sequence. We proceed by induction. For n ≡ 0, we need
to show that the following diagram commutes:

(1)

ModR(B,A) T 0(B)

Ext1
R(B′, A) T 1(B′) .

u0

−}E δ0E

u1

Let f : B → A be an R-module morphism and recall that f }E ≡ f∗(E). By definition, we have
that u1(f∗(E)) = δ0

f∗(E)(η). Using functoriality of the δ-structure of T , the natural map of short exact

sequences from E to f∗(E) yields a commuting square

T 0(A) T 0(B)

T 1(B′) T 1(B′).

δ0f∗(E)

Tf

δ0E

Thus δ0
f∗(E)(η) = δ0

E(Tf (η)). The right-hand side is precisely δ0
E(u0(f)), concluding the base case.

For the inductive step, we need to show that the following square commutes, for n ≥ 1:

(2)

ExtnR(B,A) Tn(B)

Extn+1
R (B′, A) Tn+1(B′) .

un

−}E δnE

un+1

Whether the square commutes is a proposition, so we may choose a representative F of an element in the
top left corner. But then the square clearly commutes by the definition of u (and d).

It remains to show uniqueness of the δ-functor morphism u. Specifically, we need to show that for
any δ-functor morphism {vn : ExtnR(−, A) ⇒ Tn}n:N such that v0 = u0, we have that v = u. To show
that v1(E) = u1(E) for any E : Ext1

R(B,A), we may assume E is a short exact sequence. Then we may
consider diagram (1), but with the bottom horizontal map being v1. For this E, the top-left corner is
ModR(A,A) and we may chase idA around the two sides of the square. Since the square commutes, we
get v1(E) = δ0

E(η), and the right-hand side is u1(E), by definition. Similarly, for the inductive step we

may write a general element of Extn+1
R (B,A) as a splice F }E and consider diagram (2) with the lower
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horizontal map being vn+1. (By the induction hypothesis the top horizontal map is un = vn.) Chasing F
around the two sides of the square, we get vn+1(F }E) = δnE(un(E)) = un+1(E), as desired. �

2.5. Computing Ext via projective resolutions. In this section, we use the long exact sequence to
show that our Ext groups can be computed using projective resolutions. A dual argument shows the same
for injective resolutions. We begin by defining and characterizing projectivity and injectivity of modules
in our setting.

Definition 2.5.1. We say that an R-module P is projective if for all R-modules A and B (in U), every
epimorphism e : ModR(A,B) and every f : ModR(P,B), there merely exists a lift of f through e:∥∥∥ ∑

g:ModR(P,A)

e ◦ g = f
∥∥∥.

In other words, the post-composition map e∗ : ModR(P,A) → ModR(P,B) is an epimorphism. We write
IsProjective(P ) for this property.

It is clear that Rn is a projective R-module, for any ring R and natural number n. More generally, if X
is a projective set, then the free R-module on X is a projective R-module. In addition, binary coproducts
of projective modules are easily seen to be projective.

The following reproduces a classical characterization of projective modules.

Proposition 2.5.2. Let P be an R-module. The following are equivalent:

(i) P is projective.
(ii) Every epimorphism p : ModR(A,P ) merely splits, i.e., the following holds:∥∥∥ ∑

s:ModR(P,A)

p ◦ s = idP

∥∥∥.
(iii) Ext1

R(P,A) = 0 for all R-modules A.

Proof. The equivalence between (i) and (ii) mirrors the classical argument, and the equivalence of (ii)
and (iii) follows from Proposition 2.1.6. �

Definition 2.5.3. We say that an R-module I is injective if for all R-modules A and B (in U), every
monomorphism m : ModR(A,B) and every f : ModR(A, I), there merely exists an extension of f along m.
In other words, the pre-composition map m∗ : ModR(B, I) → ModR(A, I) is an epimorphism. We write
IsInjective(I) for this property. A dual argument characterizes the injectives using mere splittings or the
condition that Ext1

R(B, I) = 0 for all B.

In Section 3.2, we interpret projectivity into a model of HoTT and study its relation to existing notions
of projectivity. We do the same for injectivity in Section 3.3.

Now we turn to computing ExtnR from a projective resolution. The argument is standard homological
algebra, and the content is that it holds with the results available to us in homotopy type theory. In the
following, assume we have a projective resolution P• of B. This is equipped with a surjection p0 : P0 → B
inducing an isomorphism P0/ im(P1) = B, and so P1 surjects onto B1 := ker(p0). Continuing inductively,
we may factor the projective resolution as follows:

(3)

P2 P1 P0

B2 B1 B0 ,

p2 p1 p0
i2 i1

where B0 := B and Bi+1 := ker(pi). Let P−1 := 0 and i0 := 0 in the following.

Proposition 2.5.4. The abelian group ExtnR(B,A) is the nthcohomology of the cochain complex

ModR(P•, A) := (· · · → ModR(Pn−1, A)→ ModR(Pn, A)→ ModR(Pn+1, A)→ · · · ).

Proof. Applying ModR(−, A) to (3) gives a diagram

ModR(Pn−1, A) ModR(Pn, A) ModR(Pn+1, A)

ModR(Bn, A) ModR(Bn+1, A)
i∗n i∗n+1

p∗n p∗n+1

which has the chain complex across the top. Since pn+1 is an epimorphism, p∗n+1 is a monomorphism,

and so we get that ker(ModR(Pn, A)→ ModR(Pn+1, A)) = ker(i∗n+1). Since (Bn+1
in+1−−−→ Pk

pn−→ Bn) is a
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short exact sequence, the contravariant long exact sequence implies that ker(i∗n+1) is ModR(Bn, A), with
p∗n being the kernel inclusion. Consequently,

Hn(ModR(P•, A)) = ker(i∗n+1)/ im(ModR(Pn−1, A)) = ModR(Bn, A)/ im(i∗n) = cok(i∗n).

If n = 0, then this is ModR(B0, A) ≡ Ext0
R(B,A), since i0 ≡ 0. To understand cok(i∗n+1), we use the full

long exact sequence

0 ModR(Bn, A) ModR(Pn, A) ModR(Bn+1, A)

Ext1
R(Bn, A) 0 Ext1

R(Bn+1, A)

Ext2
R(Bn, A) 0 Ext2

R(Bn+1, A) · · ·

p∗n i∗n+1

where the zeros down the middle column appear due to Pn being projective, by Proposition 2.5.2. It
follows from the first connecting map that cok(i∗n+1) = Ext1

R(Bn, A). The subsequent connecting maps

imply that ExtkR(Bn+1, A) = Extk+1
R (Bn, A) for k ≥ 1. Applying the second equality recursively gives

Ext1
R(Bn, A) = Extn+1

R (B,A), for n ≥ 0, and so we conclude that cok(i∗n+1) = Extn+1
R (B,A) for n ≥ 0. �

While not formally dual, a similar argument using the covariant long exact sequence lets us compute
ExtnR(B,A) via an injective resolution of A.

2.6. Ext of finitely presented modules over (constructive) PIDs. In Section 3.2, we will see
examples which demonstrate that higher Ext groups of abelian groups do not necessarily vanish. The
main result of this section is that finitely presented abelian groups B merely have projective dimension
at most 1, and consequently ExtnZ(B,−) vanishes for n > 1. This is true more generally for finitely
presented modules over principal ideal domains, in the constructive sense of [LQ15]. Before turning to the
constructive definition of a PID, we briefly discuss finitely presented modules.

Definition 2.6.1. Let R be a ring and let A be an R-module.

(i) A is finitely generated if there merely exists an epimorphism Rn � A, for some n : N.
(ii) A is finitely presented if there merely exists an epimorphism p : Rn � A, for some n : N, such

that the kernel of p is finitely generated.

If A is finitely presented, then [LQ15, Lemma 1.0, p. 180] implies that any map Rn � A has finitely
generated kernel. Moreover, Proposition 4.2(i) of loc. cit. says that a quotient A/I, where I is a finitely
generated submodule of A, is also finitely presented. These facts play a role later in this section.

We now recall the constructive definition of a PID, along with other relevant notions from [LQ15].

Definition 2.6.2. Let R be a commutative ring, and write x | y := (
∑
a:R ax = y) for x, y : R.

(i) R is is an integral domain if every element x : R is either equal to 0 or regular: the (left)
multiplication map y 7→ xy : R→ R is a monomorphism.

(ii) A greatest common divisor of x, y : R is an element g such that the following holds:

g | x× g | y ×
(∏
z:R

(z | x× z | y)→ z | g
)
.

(iii) R is a Bézout ring if for every x, y : R there merely exist u, v : R such that ux + vy is a greatest
common divisor of x and y. The data of such a u and v is called a Bézout relation for x and y.

(iv) R is a Bézout domain if it is both a Bézout ring and an integral domain.
(v) R is a principal ideal domain (PID) if it is a Bézout domain, and every ascending chain of finitely

generated ideals merely admits two equal consecutive terms.

This definition of PIDs might seem foreign to classically trained mathematicians, so we take a moment
to give some context.

Definition 2.6.3. An ideal I of a ring R is principal if the proposition ‖
∑
a:RRa = I‖ holds.

It is not true in our setting that all ideals of Z are principal. This is for a good reason: in models, there
may be “local” ideals which have no “global” generators. However, all finitely generated ideals of Z are
principal in our setting, and it is straightforward to verify that Z is a PID in the sense of Definition 2.6.2.
Indeed, in Z one can actually compute greatest common divisors and Bézout relations—they don’t just
merely exist. The ascending chain condition actually computes as well: using the following lemma it
reduces to checking equality of principal ideals, which one can do since Z has decidable equality.
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Lemma 2.6.4. Suppose R is a Bézout ring. Any finitely generated ideal of R is principal.

Proof. The existence of Bézout relations means that every ideal of R that is generated by two elements is
principal. The claim follows by recursion. �

The reason for the additional “Noetherianity” condition in our definition of PID is that it is needed
to compute Smith normal forms—see [LQ15, p. 209] for further discussion. We also get that any finitely
presented module over a PID merely splits into a free part and a product of cyclic modules. Using additivity
of Ext1

Z(−, A) (Proposition 2.1.9), projectivity of Z, and that Ext1
Z(Z/n,A) ' A/n [Fla23, Corollary 23]

we deduce:

Proposition 2.6.5. Let B be a finitely presented abelian group, and write B ' (
⊕k

i=1 Z/di) ⊕ Zr for
the decomposition which merely exists by [LQ15, Prop. 7.3]. For any abelian group A, we merely have an

isomorphism Ext1
Z(B,A) '

∏k
i=1A/di. �

From the existence of Smith normal forms over PIDs, we also deduce the following.

Proposition 2.6.6. Suppose R is a PID. For any R-linear morphism α : Rm → Rn, there merely exist
R-linear automorphisms φ and ψ of respectively Rm and Rn such that ψαφ sends the ith basis vector in
Rm to a multiple of the ith basis vector in Rn for 1 ≤ i ≤ min(m,n).

Proof. Follows from [LQ15, Proposition 7.3(i)], whose proof is straightforward to carry out in HoTT. �

Using the proposition, we can prove the following generalization of Lemma 2.6.4.

Proposition 2.6.7. Let R be a PID, and n : N. A finitely generated submodule of Rn is merely free.

Proof. Let K be a finitely generated submodule of Rn for some n : N. We need to show that there merely
exists some k : N and an isomorphism Rk ' K. By our assumption that K is finitely generated, there
merely exists an epimorphism Rl � K for some l : N. Write α : Rl → K → Rn for the composite
map. Since we are proving a proposition, we may assume that the matrix of α is diagonal, in the sense
of Proposition 2.6.6. The elements on the diagonal are either regular or zero, by integrality, and we may
consider the standard basis elements ei : Rl such that α(ei)i is regular. Thus we get an inclusion Rk ⊆ Rl
induced by including these basis elements ei. Finally, the composite map p : Rk → Rl → K is necessarily
an epimorphism, since we only threw away basis elements of Rl which are sent to 0 by α. By construction,
the restriction of α to Rk is an embedding, thus p factors an embedding and must be one itself. It follows
that p is an isomorphism. �

Recall that Ext1
R(B,A) is itself an R-module whenever R is commutative. For a PID R we deduce from

the above that Ext1
R(B,A) is finitely presented (as an R-module) whenever A and B are, and moreover

that ExtnR(B,−) vanishes for n > 1.

Corollary 2.6.8. Let R be a PID. If B is a finitely presented R-module and A is any R-module, then
ExtnR(B,A) = 0 for n > 1. If A is also finitely presented, then so is the R-module Ext1

R(B,A).

Proof. Let B be a finitely presented R-module and let A be any R-module. Since we are proving a
proposition, we may assume we have a short exact sequence K → Rn → B where the kernel K is finitely
generated. The previous proposition lets us moreover assume that K is actually free of finite rank m.
Thus the short exact sequence gives a projective resolution of B, and the claim for n > 1 immediately
follows by computing ExtnR(B,A) using this projective resolution (Proposition 2.5.4). The calculation of
Ext1

R(B,A) using this projective resolution yields an exact sequence

Am → An → Ext1
R(B,A)→ 0.

Hence, if A is finitely presented, then Ext1
R(B,A) is a quotient of the finitely presented module An by a

finitely generated submodule (the image of Am → An), which is finitely presented. �

2.7. Ext of ZG-modules. Any construction in homotopy type theory can be carried out “in context,”
meaning that the terms going into a particular construction may themselves depend on some extraneous
variable. In an ∞-topos, the corresponding thing is to work in a slice of your base ∞-topos. In this
section, we work in the context of a pointed, connected type X whose base point will be denoted by ∗ : X.
We will see that abelian groups in the context of X correspond to modules over the group ring Zπ1(X),
and we will discuss our Ext groups in this setting.

By “an abelian group in the context of X” we mean a family X → Ab. Since Ab is a 1-type, it is
equivalent to consider families on the 1-truncation of X. The latter is equivalent to Bπ1(X) since X is
pointed and connected. To emphasize that no truncation assumptions are needed, we prefer to work with
X in this section.
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We begin by constructing the group ring ZG for a group G. For this we use the coproduct of abelian
groups, which has various constructions—see, e.g., [Fla22, LLM23].

Construction 2.7.1. Let G be a group. We construct the group ring ZG as follows. The underlying
abelian group of ZG is the coproduct

⊕
G Z, which is the free abelian group on the set G. To define a

bilinear map ZG ⊗Z ZG → ZG it suffices, by the tensor-hom adjunction and the universal property of
coproducts, to give a function

G→ G→ ZG.
For this we supply the map (g, h) 7→ 1gh, where 1gh is the unit in the gh-summand of

⊕
G Z. The resulting

binary operation on ZG is bilinear, by construction. We need to check that 1e : ZG is a two-sided unit
(where e : G is the unit), and that multiplication is associative.

Under the equivalences

(ZG→ ZG) '
(∏
g:G

(Z→ ZG)
)
' (G→ ZG)

the identity map on ZG corresponds to g 7→ 1g : G → ZG. Since eg = g for g : G, we see that
1e · (−) : ZG→ ZG is the identity. Similarly for (−) · 1e.

For associativity, simply observe that the two maps

(−) ·
(
− · −

)
,
(
− · −

)
· (−) : ZG3 → ZG

both correspond to the map (g, h, k) 7→ 1ghk : G→ G→ G→ ZG, since G is associative.

Before our next statement, we specify that by an invertible element of a (possible non-commutative)
ring R, we mean an element with a specified two-sided inverse.3 If one exists, a two-sided inverse is unique,
so the type of such defines a proposition. We write R× for the group of invertible elements of a ring R.

Proposition 2.7.2. The group ring functor Z(−) : Grp→ Ring is left adjoint to (−)
×

.

Proof. We construct a bijection Ring(ZG,R) ' Grp(G,R×) which is natural in G and R. By the universal
property of the coproduct, we already have a bijection ModZ(ZG,R) ' (G→ R). If a map on the left-hand
side is a ring homomorphism, then the corresponding map G→ R lands in R×, since ring homomorphisms
are required to preserve the unit. Thus what we need to show is that a map φ : G → R× is a group

homomorphism if and only if the induced map φ̂ : ZG→ R is a ring homomorphism.
A map φ : G→ R× is a group homomorphism if and only if the two maps

φ(−) · φ(−), φ
(
(−) · (−)

)
: G2 → R×

coincide. This happens if and only if the two maps φ̂(−) · φ̂(−), φ̂
(
(−) · (−)

)
: ZG2 → R coincide. In

other words, φ is a group homomorphism if and only if φ̂ is a ring homomorphism. �

Using the previous proposition, we relate the category X → Ab of abelian groups in the context of
X to Zπ1(X)-modules. Recall that for any abelian group M and ring R, an R-module structure on M
corresponds to a ring homomorphism R→ Ab(M,M).

Proposition 2.7.3. We have an equivalence of 1-categories ModZπ1(X) ' (X → Ab).

Proof. Using the previous proposition and uniqueness of deloopings of maps between groups, we have the
following equivalences of types:

ModZπ1(X) '
∑
M :Ab

Ring
(
Zπ1(X),Ab(M,M)

)
'

∑
M :Ab

Grp
(
π1(X),AutZ(M)

)
'

∑
M :Ab

(
Bπ1(X)→∗ (Ab,M)

)
' (Bπ1(X)→ Ab) ' (X → Ab),

where the last line uses that Bπ1(X) is the 1-truncation of X. It is straightforward to make this association
into a functor which is an equivalence of categories, keeping in mind that the hom-sets in the category
X → Ab are of the form

∏
x:X Ab(Ax, Bx) for A,B : X → Ab. �

3It is equivalent to require separate left and right inverses, since one can prove that these must agree (when both exist).
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Given a family A : X → Ab, the abelian group underlying the corresponding Zπ1(X)-module is A∗,
the evaluation of A at the base point ∗ : X. Accordingly, we may view A∗ either as an abelian group or
as a Zπ1(X)-module, depending on context.

An example of particular interest to us is the following.

Proposition 2.7.4. For B,A : X → Ab, the abelian group ExtnZ(B∗, A∗) is naturally a Zπ1(X)-module.

Proof. Apply Proposition 2.7.3 to the family x 7→ ExtnZ(Bx, Ax). �

When n = 1, we can understand the action via the following lift to SESZ. For any x : X, consider the
type of short exact sequences from Ax to Bx:

x 7−→ SESZ(Bx, Ax) : X −→ U .
This family defines a ΩX-action on SESZ(B∗, A∗), and one can check that the action of an element g : ΩX
on a short exact sequence E is given by

(4) g · E := (A∗
iE◦g−1

−−−−−→ E∗
g◦pE−−−→ B∗),

where we have used the action of g on A∗ and B∗. Lemma 2.1.11 gives an alternative description in
terms of pullbacks and pushouts. On components, this gives the action of π1(X) on Ext1

Z(B∗, A∗) from
Proposition 2.7.4.

For n > 1, one gets a π1(X)-action on ExtnZ(B∗, A∗) which is similar to Eq. (4), but with a (representative
of a) longer extension in place of a short exact sequence.

The following theorem identifies the type of fixed points of the action (4).

Theorem 2.7.5. For any B,A : X → Ab, we have an equivalence∏
x:X

SESZ(Bx, Ax) ' SESZπ1(X)(B∗, A∗).

Proof. An element of
∏
x:X SESZ(Bx, Ax) is easily seen to consist of a family E : X → Ab along with two

sections i :
∏
x:X Ab(Ax, Ex) and p :

∏
x:X Ab(Ex, Bx) such that the proposition

∏
x:X IsExact(ix, px)

holds. The sections i and p correspond to Zπ1(X)-module maps A∗ → E∗ and B∗ → E∗ under Proposi-
tion 2.7.3. The proposition

∏
x:X IsExact(ix, px) holds if and only if it holds at the base point of X, since

X is connected. In other words, it holds if and only if A∗ → E∗ → B∗ is an exact sequence of abelian
groups (and hence of Zπ1(X)-modules). �

Corollary 2.7.6. For any M : X → Ab, we have a group isomorphism

H1(X;M) ' Ext1
Zπ1(X)(Z,M∗),

where the left-hand side is the cohomology of X with local coefficients in M , and Z on the right has trivial
Zπ1(X)-action.

Proof. Since Z is projective as an abelian group, by Proposition 2.5.2 we have that SESZ(Z,Mx) is con-
nected, for any x : X. By Corollary 2.1.4, its loop space is Ab(Z,Mx) ' Mx. It follows that we have an
equivalence SESZ(Z,Mx) ' K(Mx, 1) which is natural in Mx. Thus we get a natural equivalence∏

x:X

K(Mx, 1) '
∏
x:X

SESZ(Z,Mx).

The set-truncation of the left-hand side is H1(X;M), and the set-truncation of the right-hand side is
Ext1

Zπ1(X)(Z,M∗) by the previous theorem. After truncating the equivalence above, we get a natural
bijection which is an isomorphism by Lemma 2.4.6. �

3. Ext in an ∞-topos

Statements in HoTT can be interpreted into an∞-topos [dBB20, dBoe20, KL18, LS20, Shu19]. In this
section, we study the interpretation of the constructions and results from Section 2. Our precise setup is
explained in the section on foundations just below.

Results about rings and modules in HoTT apply to ring or module objects in X, which we stress are
0-truncated. Accordingly, these objects live in the sub-∞-category of 0-truncated objects in X, which is a
1-topos [Lur09, Theorem 6.4.1.5]. In particular, if R is a ring object in X, then the category of R-modules
is equivalent to a category of ordinary sheaves of modules. Such categories have been extensively studied,
and the reader may for example refer to [KS06, Chapter 18] for background.

In Section 3.1, we work out the interpretation SESR(B,A) of the type SESR(B,A) of short exact
sequences, given a ring object R and two R-module objects A and B in X. (Our font usage is explained
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below.) The object SESR(B,A) is shown to classify short exact sequences A → E → B of R-modules in
X (Proposition 3.1.3). From this we deduce that the set of path components of the space of global points
of this object recovers the usual external Yoneda Ext groups (Corollary 3.1.4).

Our next objective is to understand the interpretation ExtnR(B,A) of our Ext groups, which are abelian
group objects in X. In special cases (Proposition 3.2.6 and Corollary 3.3.16), we show that the global
points of ExtnR(B,A) recover the ordinary Ext groups. But this fails in general. Indeed, we give examples
showing that either one can vanish without the other one vanishing (Examples 3.2.11, 3.4.8 and 3.4.9).
However, we show that in many cases ExtnR(B,A) recovers a known construction. In any 1-topos, one
can define sheaf Ext groups (Definition 3.3.13) by taking the right derived functors of the internal hom
of modules, using the existence of enough (external) injectives. (The name “sheaf” Ext is used because
one often works in a category of sheaves; the name “local” Ext is also used.) We can extend this to an
∞-topos X, by considering sheaf Ext in the 1-topos of 0-truncated objects in X. When sets cover in X (see
Definition 3.3.6), we show that Ext1

R(B,A) agrees with sheaf Ext (Theorem 3.3.14). We do this by showing
that for such X, injectivity of modules in HoTT corresponds to internal injectivity (Corollary 3.3.12). Since
external injectives are always internally injective, it follows that our Ext groups can also be computed using
externally injective resolutions, and therefore that they agree with sheaf Ext. A consequence of this is that
in this setting our Ext groups only depend on the 1-topos of 0-truncated objects in X (Corollary 3.3.18).

We also study various notions of projectivity in Section 3.2, and provide a computation of our Ext
groups using a resolution which is projective in the sense of HoTT in Proposition 3.2.8. This computation
demonstrates, in particular, that our higher Ext groups need not vanish over the ring object Z. Lastly,
Section 3.4 contains a detailed study of our Ext groups over a pointed, connected type X and over a
group ring ZG. The considerations in this final section are meant to illustrate and exemplify the theory
developed throughout Section 3, in addition to being of interest in their own right.

Foundations. We explain our setup for interpreting HoTT into the∞-topos X. We assume an inaccessi-
ble cardinal κ for the entirety of Section 3. Formally, the interpretation of HoTT lands in a type-theoretic
model topos M presenting X, which always exists [Shu19]. The model topos M admits a univalent universe
which classifies relatively κ-presentable fibrations. This universe allows us to interpret HoTT with a single
universe. Constructions in M present constructions in X, and we are interested in studying the fruits of our
labour in the latter. These constructions are all uniquely determined up to equivalence by their universal
properties coming from the interpretation of the various type constructors, and this obviates the need to
explicitly work with M. Moreover, it is shown in [Ste23] that the univalent universe in M presents an
object classifier u : Ũ→ U for relatively κ-compact morphisms in X [Lur09, Section 6.1.6]. This means that
the mapping space X(X, U) is naturally equivalent to the space (X/κX)' of relatively κ-compact maps
into X in X, and lets us precisely determine the objects and structures in X which are classified by the
universes (of types, and of modules) that we consider. We write Xκ for the sub-∞-category of κ-compact
objects in X.

Our results from the previous section concern truncated objects such as modules, and types of short
exact sequences. The truncation level makes the interpretation particularly straightforward, and there is
not much higher coherence to manage. For this reason—and for reasons of space and interest—we allow
ourselves to state and work with the result of our interpretation directly in X and not make any further
mention of M.

Notation and conventions. We write X for a fixed ∞-topos throughout this section. By “topos” we
mean Grothendieck topos unless otherwise specified. Fonts are used to distinguish types in HoTT, the
objects obtained by interpretation in X, and the classical counterparts. For example, ExtnR(B,A) will
continue to mean the Ext group in HoTT constructed in Section 2. Its interpretation ExtnR(B,A) into X

is written in typewriter font. The classical external Ext groups are written in normal font ExtnR(B,A),
whereas the classical sheaf Ext groups are denoted with an underline ExtnR(B,A). In general, we use
underlines to denote traditional constructions internal to X, such as the internal hom ModR(A,B) between
two R-module objects A and B. The (external) set of R-module homomorphisms is ModR(A,B).

The 1-topos of 0-truncated objects in X is denoted τ≤0(X), and we write SetX for τ≤0(Xκ). We write
AbE for the (abelian) category of abelian group objects in a (possibly elementary) 1-topos E, and define
AbX := Abτ≤0(Xκ). The ∞-topos of spaces is denoted S, and we simply write Ab for AbS, the category of

ordinary (κ-compact) abelian groups. Our abelian group and module objects in X are always be assumed
to be κ-compact.

Base points are denoted by ∗, unless another name is given.

3.1. The object of short exact sequences. Let R be a ring object in Xκ, i.e., a ring object in the
1-topos SetX, and write ModR for the category of (κ-compact) R-modules. Statements from HoTT about
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rings can be interpreted into X using R. In particular, [Fla22, Theorem 4.3.4] shows that the category of
modules (in U) over R interprets to an internal category ModR which represents the presheaf of 1-categories

X 7−→ Mod(X×R) : Xop −→ Cat,

where X × R is the ring object in X/X obtained by pulling back. Thus a family of modules X → ModR
in X corresponds precisely to a (relatively κ-compact) (X×R)-module in the slice X/X.

For any two R-modules A and B in Xκ, we interpret the type SESR(B,A) into X to get an object
SESR(B,A) of short exact sequences. We start by describing this and the interpretation of our Ext
groups, for spaces:

Proposition 3.1.1. Let R be a ring object in S (i.e., an ordinary ring), and let B and A be R-modules.

(i) The interpretation of SESR(B,A) into S is equivalent to the ordinary (1-truncated) space of short
exact sequences from A to B;

(ii) The interpretation of ExtnR(B,A) into S is isomorphic to the ordinary Ext group ExtnR(B,A).

In spaces, we will also use a slight generalization of this statement where the category of R-modules is
replaced by an arbitrary abelian (univalent) category.

Proof. Using that ModR classifies R-modules [Fla22], it is straightforward to check that the interpretation
of SESR(B,A) is equivalent to the usual space SESR(B,A) of short exact sequences. It follows that the
interpretation of our Ext1

R(B,A) recovers the ordinary Yoneda Ext group Ext1
R(B,A).

For n > 1, the interpretation ExtnR(B,A) into spaces recovers Yoneda’s definition of ExtnR(B,A) as a
quotient of the space of length-n exact sequences, which is well-known to give the usual Ext groups defined
using resolutions. �

Our present goal is to relate SESR(B,A) to SESR(B,A) for ring and module objects in X. To do this, we
require a lemma which characterizes the interpretation of the objects of epimorphisms and monomorphisms
from HoTT.

Lemma 3.1.2. Let A and B be R-modules in X. The object EpiR(B,A) resulting from interpretation
classifies R-module epimorphisms B → A in X. Likewise, the object MonoR(B,A) classifies R-module
monomorphisms.

Proof. The statement that EpiR(B,A) classifies epimorphisms means that there is a natural equivalence

X
(
X, EpiR(B,A)

)
' Epi(X×R)(X ×B,X ×A)

of (0-truncated) spaces, for all X ∈ X. Here the right-hand side is the set of epimorphisms of (X×R)-
modules. A map f : X → EpiR(B,A) corresponds to an (X×R)-module homomorphism f ′ : X × B →
X ×A in X/X that satisfies the interpretation of being (−1)-connected from HoTT. Since we know that
(−1)-connected maps in HoTT correspond to (−1)-connected maps in an ∞-topos, we have that f ′ is
a (−1)-connected map over X. This means that f ′ is an (effective) epimorphism between sets (hence
modules), as desired.

The statement for MonoR(B,A) is shown similarly, but using that (−1)-truncated maps in HoTT
correspond to (−1)-truncated maps in X (which are monomorphisms between sets). �

We use this lemma in the proof of the following proposition, which says that the object of short exact
sequences from HoTT classifies short exact sequences in X. Recall that base change functors are exact
and therefore preserve ring and module objects, as well as exact sequences of the latter. This means that
any morphism f : X → Y in X induces a map

f∗ : SES(Y×R)(Y ×B, Y ×A) −→ SES(X×R)(X ×B,X ×A)

by base change, for any two R-modules A and B in X.

Proposition 3.1.3. Let A and B be R-modules in Xκ. The object SESR(B,A) represents the presheaf

X 7−→ SES(X×R)(X ×B,X ×A) : Xop −→ S.

In particular, the (1-truncated) space SESR(B,A) is equivalent to the global points of the object SESR(B,A).

Proof. Let X ∈ X. Our goal is to produce equivalences of spaces

X
(
X, SESR(B,A)

)
' SES(X×R)(X ×B,X ×A)

which are natural in X ∈ X. Using the adjunction ΣX a X × (−) and base-change stability of interpreta-
tion, we may replace the left-hand side above via the following natural equivalences:

X
(
X, SESR(B,A)

)
' X/X

(
idX , X × SESR(B,A)

)
' X/X

(
idX , SES(X×R)(X ×B,X ×A)

)
.
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The rightmost space is the global points of the object SES(X×R)(X × B,X × A). It therefore suffices to
consider the case X = 1, and to construct an equivalence

X
(
1, SESR(B,A)

)
' SESR(B,A).

The right-hand side above is the domain of a (−1)-truncated map into the (1-truncated) space G
consisting of κ-compact R-modules E equipped with a monomorphism i : A → E and an epimorphism
p : E → B. The object SESR(B,A) is the domain of a (−1)-truncated map into the corresponding object
G′ of such things in X. By Proposition 3.1.1(i) applied to the abelian category ModR, the previous lemma,
and [Fla22, Theorem 4.3.4], the space of global points of G′ is naturally equivalent to G. Thus both sides
of the equivalence above are fibered over G, and we can therefore obtain the desired equivalence from
a fibrewise bi-implication (which yields an equivalence since the maps are (−1)-truncated). We need to
check that the internal proposition IsExact(i, p) holds if and only i and p define an exact complex in the
usual sense.

The proposition IsExact(i, p) consists of a witness that the internally induced map A → ker(p) is
(−1)-connected. The module ker(p) is clearly equivalent to the externally defined kernel ker(p), both
being given by the fibre over the global point 0 : 1 → B. Under this equivalence, the aforementioned
witness implies that the induced map A→ ker(p) is surjective (i.e., (−1)-connected), and vice-versa.

In conclusion, X
(
1, SESR(B,A)

)
and SESR(B,A) are naturally fibrewise equivalent as spaces over G,

which yields the desired natural equivalence on total spaces. �

Recall that π0 SESR(B,A) is the usual definition of the Yoneda Ext groups (see, e.g., [Mac63]), which
recover the Ext groups defined in terms of resolutions. Thus we have the following:

Corollary 3.1.4. We have a natural isomorphism π0

(
X
(
1, SESR(B,A)

))
' Ext1

R(B,A) of ordinary
abelian groups, for any R-modules A and B in Xκ. �

Since we do not have a good description of the (untruncated) type of length-n exact sequences, we do
not have a corresponding statement for the higher Ext groups.

Note that taking global points and taking components do not commute, and it is important for the
above result that we take global points before taking components. If we reverse the order, we get the
claim that X

(
1, Ext1

R(B,A)
)
' Ext1

R(B,A). We show in Examples 3.4.8 and 3.4.9 that this is false in
general. However, we will see in Proposition 3.2.6 and Corollary 3.3.16 that there are situations in which
the global points of ExtnR agree with ExtnR for all n.

3.2. Comparing various notions of projectivity. It is well-known that ordinary Ext groups of (say)
modules can be computed using projective resolutions, whenever one is at hand. In Section 2.5 we showed
that the same thing holds for our Ext groups in HoTT. Accordingly, we can compute our internal Ext
groups in X using resolutions which consist of modules that satisfy the interpretation of the predicate
IsProjective from Definition 2.5.1. An example of such a computation is given in Proposition 3.2.8. In
addition, we compare internal projectivity to ordinary (external) projectivity. There are no implications
either way in general, which we demonstrate through Examples 3.2.11 and 3.4.8.

Definition 3.2.1. Let R be a ring object in X.

(i) An R-module P is (externally) projective if for every epimorphism e : A� B in ModR, the map
e∗ : ModR(P,A)→ ModR(P,B) of ordinary sets (or abelian groups) is an epimorphism;

(ii) An R-module P is internally projective if for every epimorphism e : A � B in ModR, the map
e∗ : ModR(P,A)→ ModR(P,B) in AbX is an epimorphism;

(iii) An R-module P is HoTT-projective if the interpretation of the proposition IsProjective(P ) from
Definition 2.5.1 holds.

The external and internal notions are the usual ones which pertain to modules in a 1-topos, which for
us is the 1-topos τ≤0(X). However, in an ∞-topos we also have the third notion of HoTT-projectivity
resulting from interpretation. We mention, to be concrete, that if X is the sheaf ∞-topos on some 1-site,
then τ≤0(X) is the category of ordinary set-valued sheaves on the same site. In this situation, ring and
module objects are ordinary sheaves of rings and modules.

In general, when we say that the interpretation of a statement in HoTT “holds” we mean that the
resulting object of X has a global point. If the statement is a proposition, then this means that the object
is terminal. Our first objective is to make a useful reformulation of HoTT-projectivity.

Proposition 3.2.2. An R-module P is HoTT-projective if and only if the (X×R)-module X × P is
internally projective in Mod(X×R) for all X ∈ X.
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Proof. Let P be an R-module in X. According to Definition 2.5.1, we have

IsProjective(P ) :=
∏

A:ModR

∏
B:ModR

∏
e:EpiR(A,B)

IsEpi
(
e∗ : ModR(P,A)→ ModR(P,B)

)
.

Interpreting IsProjective(P ), we get an object of X. It has a global point if and only if the projection

Q :
∑

A,B:ModR

∑
e:EpiR(A,B)

IsEpi(e∗) −→
∑

A,B:ModR

EpiR(A,B)

admits a section. This map admits a section if and only if for every map f : X →
∑
A,B:ModR

EpiR(A,B)

there is a section of the pullback f∗(Q) ∈ X/X, since we can take f to be the identity map. Such a map f
is equivalent to the data of two (X×R)-modules A and B over X along with an epimorphism e : A→ B.
Here we have used [Fla22, Theorem 4.3.4] which says that ModR classifies module objects, and Lemma 3.1.2.
By definition, we have that f∗(Q) = IsEpi(e∗), where e∗ : Mod(X×R)(X ×P,A)→ Mod(X×R)(X ×P,B)

is the post-composition map. This proposition f∗(Q) holds if and only if e∗ is an epimorphism.
In summary, the statement IsProjective(P ) holds if and only if for every X ∈ X, all (X×R)-modules

A and B, and every R-module epimorphism e : A → B, the aforementioned post-composition map e∗ is
an epimorphism. But this is exactly the statement that X ×P is an internally projective (X×R)-module
for every X ∈ X. �

Clearly, HoTT-projectivity always implies internal projectivity. The converse holds for ∞-toposes in
which internal projectivity of modules is stable by base change. We do not know whether this is always
true, but it is true for spaces, as we show in Proposition 3.4.7.

Next we show that certain free modules are HoTT-projective. Our proof uses the following lemma,
due to Alex Simpson for internal injectivity of objects in a 1 -topos [Sim13], written up on the nLab4.
The definition of internal projectivity of objects is the same as for modules, but using the internal hom
of objects. It is straightforward to check that Simpson’s proof goes through for objects of an ∞-topos as
well, providing us with:

Lemma 3.2.3. Let P ∈ X be a internally projective object. Then X ×P is an internally projective object
in X/X for all X ∈ X. �

Given a 0-truncated object S in X, we can form the free R-module R(S) on this object, for any ring
object R. This free R-module is the interpretation of the free R-module on a set in HoTT.

Proposition 3.2.4. Let R be a ring object in X, and let P be an internally projective object. The free
R-module R(P ) on P is HoTT-projective.

Proof. By the previous lemma, P is internally projective as an object in each slice of X. From an argument
similar to that of Proposition 3.2.2, we deduce that P satisfies the interpretation of being a projective set
in HoTT. The free R-module R(P ) on a projective set is projective in HoTT, so we are done. �

We use this proposition to compute an example of our Ext groups in Proposition 3.2.8. Before turning
to this example, we observe that internal projectivity (and thus HoTT-projectivity) implies external
projectivity in certain situations. This has some interesting consequences.

Proposition 3.2.5. Let E be a (possibly elementary) 1-topos, equipped with a ring object R. If the
global points functor Γ : E→ Set preserves epimorphisms, then internal projectivity of R-modules implies
external projectivity.

Proof. The statement easily follows by identifying the external hom of R-modules as the global points of
the corresponding internal hom, and then using the assumption on Γ. �

The previous proposition applies, for example, to any topos of presheaves on a category with a terminal
object 1. In that case Γ is represented by evaluation at 1, which respects both limits and colimits of
presheaves.

Proposition 3.2.6. Let R be a ring object in X, and consider two R-modules B and A. Suppose that
Γ : SetX → Set preserves epimorphisms. If B has a HoTT-projective resolution P•, then we get an
isomorphism ΓExtnR(B,A) ' ExtnR(B,A).

One can check that our assumption on Γ holds if and only if the induced functor Γ : AbX → Ab is
exact, and it is this latter condition that we use in the proof.

4See internally projective object (rev. 13) on the nLab.

https://ncatlab.org/nlab/revision/internally+projective+object/13
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Proof. By the interpretation of Proposition 2.5.4, we can compute ExtnR(B,A) using the HoTT-projective
resolution P•. Specifically, taking internal homs we get a complex

(5) · · · → ModR(Pn−1, A)→ ModR(Pn, A)→ ModR(Pn+1, A)→ · · ·

of abelian groups in X, and we have isomorphisms Hn(P•;A) ' ExtnR(B,A) where the left-hand side is
the cohomology of the above complex in AbX.

Now, by our assumption on Γ, the previous proposition tells us that P• is an externally projective
resolution of B (since HoTT-projective always implies internally projective). Thus we may also compute
ExtnR(B,A) using P•, which amounts to taking the cohomology (in Ab) of the global points of the complex
(5) above. Since Γ : AbX → Ab is exact, it commutes with taking cohomology, and we therefore obtain
the desired isomorphism. �

In the presence of enough HoTT-projectives, we deduce:

Corollary 3.2.7. Let R be a ring object in X, and suppose that ModR has enough HoTT-projectives. If
Γ : SetX → Set preserves epimorphisms, then we have natural isomorphisms

ΓExtnR(B,A) ' ExtnR(B,A)

for any two R-modules B and A. �

We now turn to our computation of a non-trivial Ext2
Z in the Sierpiński ∞-topos X using a HoTT-

projective resolution. Taking the arrow category 0→ 1 to be our site, an abelian group in X consists of a
homomorphism A0 ← A1 between two ordinary abelian groups. We write y for the Yoneda embedding.

Note that y(0) is an internally projective object in this ∞-topos, since it represents the functor send-

ing a presheaf F0 ← F1 to the presheaf F0
id←− F0, which preserves epimorphisms. Accordingly, the

corresponding free abelian group Z y(0) is HoTT-projective, by Proposition 3.2.4.

Proposition 3.2.8. Consider the abelian group B := (0← Z/2) in the Sierpiński ∞-topos. We have

Ext2
Z(B,Zy(0)) ' B.

Proof. We will compute this internal Ext group using a HoTT-projective resolution of B, as justified by
the interpretation of Proposition 2.5.4. Drawing objects of X vertically and morphisms horizontally, the
following is such a resolution P∗(B):

0 Z Z Z/2

Z Z⊕ Z Z 0 .

2

(0,1)

(2,−1) 1+2

Here, P0(B) = Z y(1) is the integer object in X, which is always HoTT-projective; P2(B) = Z y(0) is
HoTT-projective by the discussion just above; and P1(B) is Z y(0) ⊕ Z y(1) is a direct sum of HoTT-
projectives, which is HoTT-projective. Thus Ext2

Z(B,Z y(0)) ' H2(P∗(B),Z y(0)), and one can check
that the latter computes to B = (0← Z/2). �

Remark 3.2.9. The Sierpiński site (0 → 1) has a terminal object (the object 1), which implies that its
global sections functor preserves epimorphisms between abelian group objects. Specifically, the global
points of an object A0 ← A1 is simply A1. From Proposition 3.2.6 and the computation in the previous
proposition, we deduce that Ext2

Z(B,Z y(0)) ' Z/2 for the external Ext group.

Remark 3.2.10. The first part of the resolution above gives rise to a short exact sequence

Z Z Z/2

Z Z 0 .

2

2

1

The object in the centre is clearly not the product of the kernel and the cokernel, even ignoring the group
structures. In the Sierpiński ∞-topos, an object is merely inhabited if and only if it is inhabited, so it
follows that it does not merely hold that the central object is the product of the kernel and the cokernel.
So while it is true that the type of length-1 extensions is essentially small, this cannot be proved by
assuming that the underlying type of the middle object is the product of the other two types.
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We conclude this section by studying the relation between internal and external projectivity in general.
Example 3.4.8 gives an internally projective module which is not externally projective. Here we give an
example of an externally projective abelian group that fails to be internally projective, which is an additive
version of an example due to Todd Trimble.5

Consider the poset C := N ∗ {a, b}, where a and b are greater than all n ∈ N,

a

0 1 2 · · ·

b

and let X be the ∞-topos of presheaves on C. As above, we write y : C → X for the Yoneda embedding.
The functor Z(−) : SetX → ModZ constructs the free abelian group on a 0-truncated object in X. In
particular, we may depict Z y(a) as follows:

Z

Z Z Z · · ·

0

The integer object Z over C is simply the constant presheaf on the ordinary integers.

Example 3.2.11. Z y(a) is externally projective but not internally projective in ModZ. It follows from
Proposition 2.5.2 that there exists an A in ModZ so that Ext1

Z(Z y(a), A) = 0 and Ext1
Z(Z y(a), A) 6= 0.

Proof. It is immediate that Z y(a) is externally projective, since it represents evaluation at a, which
preserves epimorphisms of presheaves of modules. To show that Z y(a) is not internally projective, we
construct an epimorphism σ : F � G that isn’t preserved by ModZ(Z y(a),−).

Let F : ModZ be defined as follows, with indexwise inclusions:

0⊕
n∈N Z

⊕
n≥1 Z

⊕
n≥2 Z · · ·

0 .

Define G(n) := Z for n ∈ N and G(a) := 0 =: G(b), with all maps between natural numbers inducing
identify maps. Then we have an epimorphism σ : F � G given by addition at n ∈ N and identities (zero
maps) at a and b. However ModZ(G,F ) = 0 since any such map must factor through limn F (n) = 0 on
the N-part of C (and is necessarily 0 on a and b).

Using that Z(−) : SetX → ModZ is strong monoidal, we see that

G = Z(y(a)× y(b)) = Z y(a)⊗Z Z y(b),

where ⊗Z is the tensor product of presheaves of modules, which is pointwise (see, e.g., [Sta23, Section 6.6]).
Using the tensor-hom adjunction (see Section 17.22 of loc. cit.), we have isomorphisms

ModZ(Z y(a), F )(b) ' ModZ(Z y(a)⊗Z Z y(b), F ) ' ModZ(G,F ) ' 0.

On the other hand, ModZ(Z y(a), G)(b) = ModZ(Z y(a) ⊗Z Z y(b), G) = ModZ(G,G) contains at least
two elements: 0 and idG. This means that σ∗ : ModZ(Z y(a), F ) → ModZ(Z y(a), G) cannot be an
epimorphism, since it isn’t one at b. �

3.3. Internal injectivity and sheaf Ext. The goal of this section is to show that in certain∞-toposes,
our Ext groups recover sheaf Ext groups. (We recall these in Definition 3.3.13.) In order to achieve this,
we first must compare three different notions of injectivity in a model.

Definition 3.3.1. Let R be a ring object in Xκ.

(i) An R-module I is (externally) injective if for every R-module monomorphism m : A → B, the
map m∗ : ModR(B, I)→ ModR(A, I) in Ab is an epimorphism;

(ii) An R-module I is internally injective if for every R-module monomorphism m : A→ B, the map
m∗ : ModR(B, I)→ ModR(A, I) in AbX is an epimorphism;

(iii) An R-module I is HoTT-injective if it satisfies the interpretation of the proposition IsInjective(I)
from Definition 2.5.3 in X.

5See presentation axiom (rev. 46) on the nLab.

https://ncatlab.org/nlab/revision/presentation+axiom/46#counter
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As in the projective case, injectivity and internal injectivity are the familiar notions from the 1-topos
SetX. In surprising contrast to the projective case we considered above, external injectivity always implies
internal injectivity in a 1-topos. This theorem is due to [Har83b] for abelian groups and [Ble18, Theo-
rem 3.8] for modules. The converse holds in any localic 1-topos (as Blechschmidt shows), however not
every internally injective module is externally injective in general. For example, in [Har83a, pp. 259] it
is shown that the Z/2-module Q/Z with trivial action is not externally injective, though it is internally
injective (as an abelian group over BZ/2) by [Har81, Proposition 1.2(i)] (see also Proposition 3.4.5 below).

Remark 3.3.2. Let R be a ring object in Xκ. The category ModR is equivalent to a category of modules
in a 1-topos [Lur09, Theorem 6.4.1.5], and is therefore Grothendieck abelian [KS06, Theorem 18.1.6].
Consequently, it has enough external injectives. Since external injective are internally injective by [Ble18,
Theorem 3.8], there are also enough internal injectives in ModR.

To relate HoTT-injectivity to internal injectivity we proceed as we did in Section 3.2 for projectivity.
A proof similar to the one of Proposition 3.2.2 gives us the following:

Proposition 3.3.3. An R-module I in X is HoTT-injective if and only if the (X×R)-module X × I is
internally injective in X/κX for all X ∈ X. �

Clearly, every HoTT-injective module is internally injective. If we could show that internal injectivity
is stable by base change in an ∞-topos, then the two notions would coincide. However, we do not know
whether internal injectivity is stable by base change in a general ∞-topos. We will show below that it
holds in certain situations.

In [Har83b], Harting showed that internal injectivity is stable by base change for abelian groups in any
elementary 1-topos. The same holds for modules (see the discussion immediately after [Ble18, Proposi-
tion 3.7]). It follows that the same is true in an ∞-topos for base change by a 0-truncated object:

Lemma 3.3.4. Let X ∈ X be 0-truncated. Base change X × (−) : ModR → Mod(X×R) over X preserves
internal injectivity. �

A key fact in the converse direction is that internal injectivity descends along effective epimorphisms.
This is essentially a corollary of the fact that base change along effective epimorphisms reflects effective
epimorphisms (more generally, connected maps) [Lur09, Proposition 6.5.1.16(6)].

Lemma 3.3.5. Let V be a (−1)-connected object of X, and let I be an R-module. If V × I is internally
injective as a (V×R)-module over V , then I is internally injective.

The same result holds for internal projectivity as well, with only minor changes to the proof.

Proof. Suppose V × I is internally injective as a (V×R)-module, and let i : A ↪→ B be a monomorphism
of R-modules. Using that base change preserves internal homs, consider the following diagram:

Mod(V×R)(V ×B, V × I) ModR(B, I)

Mod(V×R)(V ×A, V × I) ModR(A, I)

V 1 .

(V×i)∗
y

i∗

y

Here the two-headed arrows signify effective epimorphisms (which are pullback-stable). By assumption,
V × I is internally injective, so (V × i)∗ is an effective epimorphism (since monomorphisms are stable by
base change). Thus i∗ factors an effective epimorphism, and must therefore be one itself. We conclude
that I is internally injective, as desired. �

One can also prove the previous lemma by using that pullback along an effective epimorphism is
conservative [Lur09, Lemma 6.2.3.16]. We apply this to the map IsEpi(i∗)→ 1, which is an equivalence
precisely when i∗ is an epimorphism.

We now introduce conditions on X which will imply that internal injectivity is stable by base change.

Definition 3.3.6. Let n ≥ −1 be a truncation level. An object X ∈ X is covered by an n-type if
there exists an n-type V along with an effective epimorphism V � X. If all objects of X are covered by
n-types, then n-types cover in X. When n = 0, we say that sets cover.
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Sets cover in any ∞-topos of ∞-sheaves on a 1-category, since any such sheaf can be covered by a
coproduct of representables.

Note that the condition that n-types cover in X is not the interpretation of the corresponding concept
from HoTT. (See [Uni13, Exercise 7.9], [Chr21, Definition 5.2] and the nLab6.) The HoTT notion only
requires that V and the effective epimorphism merely exist. On the other hand, it requires this in every
slice.

By combining the two previous lemmas with this definition above, we obtain the following result.

Proposition 3.3.7. Let I be an internally injective R-module in X, and let X ∈ X. If X is covered by a
set, then X × I is an internally injective (X×R)-module.

Proof. Let I be an internally injective R-module in X, and let X ∈ X. We wish to show that X × I is an
internally injective (X×R)-module in X/X. Since X is covered by a set, we have an effective epimorphism
V � X with 0-truncated domain. By Lemma 3.3.4, V × I is an internally injective (V×R)-module. But
V � X is a (−1)-connected object over X, thus by Lemma 3.3.5 we can descend internal injectivity from
V × I to X × I. �

Corollary 3.3.8. If sets cover in X, then internal injectivity of R-modules is stable by base change. �

Our next goal is to extend this result to any slice of an∞-topos in which sets cover. This generalization
will let us understand the interpretation of internal injectivity when working in a non-empty context in
HoTT, which corresponds to working in a slice of the chosen ∞-topos model. The key lemma is the
following:

Proposition 3.3.9. If n-types cover in X, then n-types cover in X/X for any (n+ 1)-type X ∈ X.

Proof. Consider an object Y → X in X/X. Since n-types cover in X, there is an effective epimorphism
e : V � Y with V an n-type in X. The map e defines an effective epimorphism over X with domain the
composite V → Y → X. The latter is a map from an n-type to an (n + 1)-type, which is necessarily n-
truncated (since its fibres are all n-types, as is easily shown in HoTT). Hence the domain of e is n-truncated
as an object of X/X, so Y is covered by an n-type. �

Theorem 3.3.10. Suppose sets cover in X, and let X ∈ X. For any ring R ∈ X/κX, internal injectivity
of R-modules is stable by base change in X/X.

Proof. Let I ∈ X/X be an internally injective R-module. The truncation map X → ‖X‖1 is 1-connected,

and therefore induces an equivalence τ≤0(X/‖X‖1)
∼−→ τ≤0(X/X) by base change [Lur09, Lemma 7.2.1.13].

Moving back along this equivalence, I becomes an internally injective module over ‖X‖1. Since ‖X‖1 is
a 1-type, the previous proposition implies that sets cover in X/‖X‖1. By Corollary 3.3.8, this means I is
internally injective when pulled back to any slice of X/‖X‖1. But any slice of X/X is a slice of X/‖X‖1,
so we are done. �

Remark 3.3.11. These methods apply in much greater generality than just internal injectivity. Consider
any “internal notion” P in a 1-topos which is stable by base change and descends along (effective) epi-
morphisms. Then, since the 0-truncated objects in X form a 1-topos, we can ask whether P (Y ) holds for
some given 0-truncated object Y in any slice X/X. The arguments above show that if sets cover in X,
then P is stable by base change in X/X. (Making precise the meaning of “internal notion” is beyond our
current scope.)

Corollary 3.3.12. Suppose sets cover in X. Consider an object X, a ring R ∈ X/κX and an R-module
I. Then I is HoTT-injective if and only if it is internally injective. �

Using Corollary 3.3.12, we explain how our Ext groups recover the classical notion of sheaf Ext.

Definition 3.3.13. Let E be a 1-topos, let R be a ring object in E, and let B be an R-module. We define
the functor ExtnR(B,−) : ModR → AbX to be the nth right derived functor of ModR(B,−), where we use
an external injective resolution to define the derived functor. We refer to ExtiR(B,A) as sheaf Ext. We
extend this definition to an ∞-topos X by applying it to the 1-topos τ≤0(X).

The sheaf Ext groups arise in algebraic geometry ([Gro57, Chapitre IV], [Har77, Section III.6]) and are
also considered in [KS06, Section 18.4] and [Ble17, Section 13.4].

For any R-module B in Xκ, we obtain an internal functor ExtnR(B,−) in X by interpretation, which
yields an ordinary functor ExtnR(B,−) : ModR → Ab′X. Here the ′ indicates that the codomain consists
of abelian group objects in X, not just Xκ. The dual of Proposition 2.5.4 lets us compute ExtnR(B,A) via
a HoTT-injective resolution of A. Combining the results of this section, we obtain the following:

6See n-types cover (rev. 6) on the nLab.

https://ncatlab.org/nlab/revision/n-types+cover/6#in_homotopy_type_theory
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Theorem 3.3.14. Suppose sets cover in X. For any X ∈ X, ring R ∈ X/κX and R-module B, the functor
ExtnR(B,−) : ModR → Ab′X/X is naturally isomorphic to the sheaf Ext functor ExtnR(B,−). In particular,

we may take ExtnR(B,−) to land in AbX/X .

Proof. Since (external) injectives in ModR are always internally injective by [Ble18, Theorem 3.8], and
moreover internal and HoTT-injectives coincide in X/X by Corollary 3.3.12, we can use an (externally) in-
jective resolution to compute ExtnR(B,−) by the dual of Proposition 2.5.4. But this means that ExtnR(B,−)
is the nth right derived functor of the internal hom of R-modules, meaning it is naturally isomorphic to
ExtnR(B,−). �

It follows that the computation in Proposition 3.2.8 can be regarded as a computation of sheaf Ext in
the Sierpiński ∞-topos, using a HoTT-projective resolution.

Remark 3.3.15. In his thesis, Blechschmidt gives a definition of sheaf Ext groups in the internal language
of a localic 1-topos using the existence of enough injectives [Ble17, Section 13.4]. In contrast, our internal
Ext is the interpretation of Definition 2.1.5, which does not rely on injectives.

Since there are always enough internally injective R-modules, we deduce the following:

Corollary 3.3.16. Let X ∈ X. Suppose that sets cover in X and that the (set-restricted) global points
functor ΓX : SetX/X → Set preserves epimorphisms. For any ring R ∈ X/κX, R-modules B and A, and
n ≥ 0, we have a natural isomorphism ΓXExt

n
R(B,A) ' ExtnR(B,A). In particular, the ordinary Ext

groups are obtained as the global points of sheaf Ext.

Proof. An argument similar to Proposition 3.2.5 shows that internal injectivity implies external injec-
tivity of R-modules under our assumption on ΓX . Thus internal and external injectivity coincide, and
are equivalent to HoTT-injectivity by Corollary 3.3.12. The statement follows by the same proof as in
Proposition 3.2.6, but using an (internally) injective resolution of A. �

Remark 3.3.17. The previous corollary is well-known for sheaf Ext, and is an easy consequence of the
(“local-to-global”) Grothendieck spectral sequence which relates sheaf Ext and ordinary Ext, specifically:

(Rp Γ)ExtqR(B,A) =⇒ Extp+qR (B,A).

(Here Rp denotes the pth right derived functor.) Our assumption on ΓX implies that Rp ΓX vanishes for
p > 0, which means this spectral sequence collapses at the E2-page. It immediately follows that we have
an isomorphism ΓXExtnR(B,A) ' ExtnR(B,A), for all n ∈ N.

We also record the following corollary of Theorem 3.3.14.

Corollary 3.3.18. Suppose sets cover in X, and let X ∈ X. The interpretation of ExtnR(B,A) into X/X
depends solely on τ≤0(X/X). �

There are many ∞-toposes which share 1-toposes of 0-truncated objects. For example, if X ∈ S is a
pointed, connected space, then 0-truncated objects in the slice ∞-topos S/X are π1(X)-sets. Thus if X
is simply connected, these are just sets. Since sets cover in S, the corollary tells us that interpreting ExtnR
into any slice S/X with X simply connected yields the same result (up to equivalence). This means in
particular that we can move between S and S/X when computing ExtnR—a potentially useful trick.

3.4. Ext over BG. Let X be a pointed, connected object in X, with base point ∗ : X. In this final
section, we study Ext groups of abelian group objects in the slice X/X, and relate them to Ext groups in
the base X. As we will see, these considerations are intimately related with those of Section 2.7, and they
illustrate the theory developed thus far in Section 3.

We refer to abelian group objects in X/X as (X×Z)-modules, as this makes the base clear. We mention
that the 1-truncation map X → Bπ1(X) is 1-connected and therefore induces an equivalence between the
1-topos of sets over X and the 1-topos of sets over Bπ1(X) by pulling back [Lur09, Lemma 7.2.1.13].
Accordingly, we get an equivalence ModX×Z ' ModBπ1(X)×Z of categories of modules. To emphasize that
no truncation assumptions are needed, we work with X rather than Bπ1(X).

The category of (X×Z)-modules has another description. However, as we will see in a moment, this
other description is not equivalent when working internally, since it changes the ambient topos. For any
(0-truncated) group object in X, we can form the internal group ring ZG as the object

⊕
G Z with its

natural ring structure. This is the result of interpreting the group ring of Construction 2.7.1 into X. Being
a G-set, ZG defines an object of X/BG which may be seen to be the free abelian group on the base point
(or universal cover) 1→ BG, though we will not make use of this description.
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Proposition 3.4.1. Restriction to the base point of X gives an equivalence of 1-categories

ModX×Z ' ModZπ1(X),

where the left-hand side is the category of abelian groups in X/κX and the right-hand side is the category
of Zπ1(X)-modules in Xκ. In particular, we obtain an isomorphism

ExtnX×Z(B,A) ' ExtnZπ1(X)(B∗, A∗)

of external Ext groups for all (X×Z)-modules A and B.

We point out that this statement does not imply that ExtX×Z coincides with ExtZπ1(X), as the former
is an abelian group in X/X, whereas the latter is an abelian group in X. However, the relation between
these objects is interesting and is further discussed below.

Proof. By [Fla22, Theorem 4.3.4], the category ModX×Z is equivalent to the category X(X, ModZ) (whose
categorical structure comes from ModZ). The interpretation of Proposition 2.7.3 yields an equivalence of
categories ModXZ ' ModZπ1(X) in X, which on global points yields the desired equivalence of categories
X(X, ModZ) ' ModZπ1(X). It follows that the stated (external) Ext groups are isomorphic. �

Given a (X×Z)-module A, we call its restriction A∗ along 1 → X the underlying abelian group
object of A. This has a natural π1(X)-action, so it can also be regarded as a Zπ1(X)-module in X.
Note that the equivalence ModX×Z ' ModZπ1(X) sends the ring X × Z to Z with the trivial π1(X)-
action, and not to the ring Zπ1(X). We also warn the reader that care must be taken when moving
across this equivalence. For example, the category ModX×Z is enriched over itself via the internal hom
of abelian groups in X/κX, while ModZπ1(X) is naturally enriched over AbX. The hom-objects of this
second enrichment are given by taking the fixed points of the former enrichment, using the equivalence.
Because of the difference between the internal homs, many internal properties are not preserved by the
equivalence. An example of this is given in Example 3.4.8, as explained in the discussion immediately
after it.

We record the following fact, which immediately follows from base-change stability of interpretation.

Proposition 3.4.2. Let B and A be (X×Z)-modules. The underlying abelian group object of the (X×Z)-
module ExtnX×Z(B,A) is ExtnZ(B∗, A∗). �

A concrete description of the π1(X)-action on ExtnZ(B∗, A∗) can be worked out from Proposition 2.7.4
and the discussion surrounding it.

Remark 3.4.3. It might be tempting to believe that the abelian group object ExtnZπ1(X)(B∗, A∗) is iso-

morphic to the fixed points of the Zπ1(X)-module ExtnX×Z(B,A)∗ described by the previous theorem. In
general, this is not the case, as we will see in Example 3.4.9.

We deduce a vanishing result for ExtX×Z.

Corollary 3.4.4. Let n be a natural number. Suppose that ExtnZ(B,A) vanishes for all abelian groups B
and A in Xκ. Then ExtnX×Z(N,M) also vanishes for all (X×Z)-modules N and M . �

Our next result characterizes internal injectivity of abelian groups in the slice X/X, and general-
izes [Har81, Proposition 1.2(i)] for ordinary sheaves on a space.

Proposition 3.4.5. An (X×Z)-module is internally injective if and only if its underlying abelian group
object is internally injective. The same holds for internal projectivity.

Proof. We prove the injective case, as the projective case is shown similarly.
(→) Let I be an internally injective (X×Z)-module. A monomorphism i : A ↪→ B of abelian groups

in X pulls back to a monomorphism i : X × A ↪→ X × B between (X×Z)-modules (with trivial action).
Thus we get an epimorphism i∗ : ModX×Z(X×B, I)� ModX×Z(X×A, I) of (X×Z)-modules. This map
is given by i∗ : ModZ(B, I∗) → ModZ(A, I∗) on the underlying abelian group objects, since base change
(here along 1� X) respects internal homs. The latter map is therefore an epimorphism, as desired.

(←) By Lemma 3.3.5 we can descend internal injectivity along the effective epimorphism 1 � X,
meaning I is an internally injective (X×Z)-module whenever I∗ is an internally injective abelian group
object. �

We note that the proof of (→) only used that X was pointed.

Remark 3.4.6. The previous proposition gives another way of understanding Proposition 3.4.2. Namely,
if one computes ExtnX×Z(B,A) using an internally injective resolution of (X×Z)-modules (which always
exists), then the underlying abelian resolution can be used to compute ExtnZ(B∗, A∗). Thus we see that
the latter is the underlying abelian group object of the former.
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Before our next examples, we show that internal projectivity and HoTT-projectivity coincide in spaces.

Proposition 3.4.7. In the ∞-topos of spaces, HoTT-projectivity and internal projectivity of modules
coincide.

Proof. Firstly, note that external and internal projectivity coincide in spaces. Now, suppose that P is
an (internally) projective R-module. By Proposition 3.2.2, we need to show that X × P is an internally
projective (X×R)-module in X/X, for any X ∈ X. Since sets cover in spaces, and internal projectivity
descends along effective epimorphisms by a proof analogous to Lemma 3.3.5, we can assume that X is a
set. Then an (X×R)-module is simply an X-indexed collection of R-modules, and the internal hom of
such is the indexwise hom. The axiom of choice implies that an X-indexed collection of epimorphisms
defines an epimorphism between the collections, so X × P is internally projective. �

We now give examples of modules which are internally projective, but not externally projective.

Example 3.4.8. Let G be a non-trivial (0-truncated) group in S. The (BG×Z)-module BG × Z is inter-
nally projective, but not externally projective. It follows that there exists a (BG×Z)-module A so that
Ext1

BG×Z(BG× Z, A) = 0 and Ext1
BG×Z(BG× Z, A) 6= 0.

Proof. Any ring is HoTT-projective as a module over itself, and is therefore internally projective. In
particular, BG × Z is internally projective. (This can also be seen from Proposition 3.4.5.) External
projectivity of (BG×Z)-modules corresponds to ordinary projectivity of ZG-modules by Proposition 3.4.1.
As a ZG-module, BG×Z corresponds to the abelian group Z with trivial G-action. Since G is non-trivial,
the augmentation map ZG → Z cannot split, thus Z is not projective. The last claim follows from
Proposition 2.5.2. �

As mentioned above, for a module in S, internal and external projectivity agree. So the example shows
that while BG× Z is internally projective as a (BG×Z)-module, the corresponding ZG-module Z is not
internally projective. This demonstrates the sense in which the equivalence of Proposition 3.4.1 does not
respect internal properties, since the ambient topos changes. This is also demonstrated by the following
example, which ties together many of our results and remarks into a concrete example in spaces.

Example 3.4.9. Take X to be S and G to be a (0-truncated) group. Since AbS = Ab has global dimension
1 and ExtnZ interprets to ordinary ExtnZ by Proposition 3.1.1, we deduce that ExtnZ vanishes for n > 1.
Corollary 3.4.4 then says that ExtnBG×Z vanishes for n > 1. Even more, ExtnBG×Z(BG × Z,M) vanishes
for all n ≥ 1 and every M , since BG×Z is internally projective. On the other hand, by Proposition 3.4.1,
the ordinary Ext groups ExtnBG×Z(BG × Z, A) are the same as the ordinary Ext groups ExtnZG(Z, A∗),
which need not vanish. For example, it is well known that ExtnZG(Z,M) ∼= Hn(BG;M), which may be
nonzero for all n ∈ N. Indeed, as we saw in Example 3.4.8, Z with trivial action is not a projective
ZG-module. Note also that ExtnZG agrees with ExtnZG, again using Proposition 3.1.1. In particular, as
mentioned in Remark 3.4.3, it is not the case in general that ExtnZG can be described as the fixed points
of the ZG-module corresponding to ExtnBG×Z, even for n = 1.

We explain this phenomenon in a bit more detail. A short exact sequence of (BG×Z)-modules

0→ A→ E → B → 0

may be seen both as an element of the abelian group Ext1
BG×Z(B,A) ∼= Ext1

ZG(B∗, A∗), and as an element
(indeed, G-fixed point) of the ZG-module Ext1

BG×Z(B,A)∗. This extension E is trivial as an element of
the former if and only if the map E → B admits a (BG×Z)-module section (i.e., a G-equivariant section).
In contrast, E is trivial as an element of the latter if and only if the underlying map E∗ → B∗ admits an
abelian section, by Proposition 3.4.2.
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in Cubical Agda”. In: Proceedings of the 12th ACM SIGPLAN International Conference on
Certified Programs and Proofs. ACM, Jan. 2023. doi: 10.1145/3573105.3575677.
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